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## CHAPTER 1. GENERAL INTRODUCTION

## I. Introduction

The first two essays of this dissertation focus on one lake in particular, Clear Lake, located in Clear Lake, Iowa. Clear Lake was formed by glacial action during the last ice age and is the third largest natural lake in Iowa. In 1950, Clear Lake was pristine. The water was clear blue with an object being visible 5 to 8 feet under the surface. However, in the last 50 years the lake has deteriorated to a level that causes concern. Today, visibility is about 6 inches to one foot. Other water quality measures have also deteriorated, for example, Clear Lake now experiences occasional algae blooms and a decreased diversity of fish populations.

Despite the deteriorated conditions of the lake, Clear Lake is still the center of many activities, and is especially lively in the summer months. Anglers, recreational boaters, sailors, and beach users all frequent the lake. It is a valuable resource to the city of Clear Lake and the state of Iowa, generating over $\$ 30$ million a year in tourism revenues (Downing and Kopaska, 2001). If preserved, Clear Lake will remain one of Iowa's unique destinations for recreationists.

Valuing preservation and the improvement of water quality at Clear Lake was the purpose of a survey mailed to visitors and local residents in the summer of 2000. The first two essays in this dissertation focus on the visitors' survey and different ways to use the information the respondents provide. Specifically, the Clear Lake survey asks revealed preference (RP) and stated preference (SP) questions. The first two essays combine this RP and SP data with the difference between the two being the particular SP information used from the survey.

In the first essay, contingent behavior trips which are contingent on price (i.e. travel cost) changes presented in the survey are the SP data that is combined with the RP data. One focus is to pool the RP and SP data to better estimate an average demand curve used in the travel cost model. However, since the Clear Lake data was gathered by intercepting the visitors on-site, the primary purpose of the first essay is to consider the problem of controlling for on-site sampling in the context of a panel (i.e. the visitors RP and SP responses) of demand equations. This essay is the first to address controlling for on-site sampling with panel data. A multivariate Poisson-log normal model is used to jointly model the RP and SP data and to correct for on-site sampling.

In the second essay the objective is a combined RP and SP model to estimate willingness to pay (WTP) for water quality improvements. Therefore, the SP data used is contingent behavior trips contingent on water quality changes and also contingent valuation data about the same water quality scenarios. A continuous model is utilized that can exploit the economic theory of consumers. This theoretically consistent model jointly estimates the above three data sources, one RP and two SP (i.e. the contingent behavior and contingent valuation data). Again, since the data is collected on-site this model is corrected for on-site sampling.

The third essay utilizes a more recent data set, the first year survey of the Iowa lakes project mailed in the fall of 2002. This random population survey was sent to 8,000 Iowans collecting information on their recreation behavior to 129 lakes. The lakes were chosen to coincide with the research being done by the Iowa State University Limnology Laboratory led by John Downing, an ISU limnologist and professor. He is commissioned to collect numerous physical water quality measures three times per year for 5 years at each of these

129 lakes. Such a complete record of water quality will be combined with the results from the recreation demand survey.

The objective of this essay is to analyze lowan's recreation behavior to the 129 principle lakes and their responsiveness to physical water quality measures. It is expected that lakes with excessive nutrients will therefore have more algae blooms, decreased water clarity, and undesirable color and odor that will lead to these lakes being less visited. The results do confirm this hypothesis and even more allow policy relevant compensating variation scenarios based on improvements in the lakes physical water quality measures. A random utility model, specifically a repeated mixed logit, is employed to analyze the individual's trip behavior to the 129 lakes.

To conclude, in all three essays recreation demand modeling is the primary tool. In the first two essays stated preference data is combined with the revealed preference data. The stated preference (contingent behavior) data is used in the first essay to obtain a more complete picture of the visitor's responsiveness to travel costs, and in the second essay (contingent valuation data) to ask for the visitor's willingness to pay given proposed water quality improvements. The third essay exclusively utilizes revealed preference data as the 129 lakes offer variation in water quality unlike few other places. Many lakes contain nutrient levels that are some of the highest in the world while others compare to Minnesota's northern lakes in terms of overall water quality.

## II. Dissertation Organization

Each of the three essays in this dissertation is a separate chapter, with its own introduction, conclusion, and references. A general conclusion chapter summarizes the results from all three essays. Finally, two appendixes are included. The first appendix is the

Clear Lake Visitors Survey used in the first two essays, and the second appendix is the first year Iowa Lakes Survey used in the third essay.

## III. References

Downing, John A., and Jeff Kopaska (2001). "Summary of the Clear Lake Diagnostic Report."

## CHAPTER 2. MIXED POISSON REGRESSION MODELS WITH INDIVIDUAL PANEL DATA FROM AN ON-SITE SAMPLE

A paper submitted to the Journal of Environmental Economics and Management

Kevin J. Egan ${ }^{1,2}$ and Joseph A. Herriges ${ }^{1,3}$

## I. Introduction

Cost considerations often drive analysts to rely upon intercept (or on-site) surveys to collect information about recreation demand at a site (or sites) of interest. This guarantees that survey respondents will include users of the resource in question. Unfortunately, the sampling procedure also comes at a cost of both truncation (excluding non-users) and endogenous stratification (over sampling those individuals who are more frequent users of the site). As a result, the sample is no longer representative of the broader population. Failure to correct for on-site sampling will result in biased estimates of recreation demand and any corresponding welfare estimates.

There have been a number of papers in the literature focused on controlling for intercept sampling in recreation demand analysis. Shaw (1988) develops a correction for both the truncation and endogenous stratification problems in the case of a single site Poisson count data model. Englin and Shonkwiler (1995) subsequently extended Shaw's correction to the case of the Negative Binomial (NB) count data model. The advantage of the NB model is that it allows for overdispersion (i.e., the situation in which the conditional mean number of trips is less than the conditional variance of trips), a common characteristic of recreation

[^0]demand data. The limitation of both of these efforts is that they are focused on a single demand equation.

The purpose of this paper is to consider the problem of controlling for on-site sampling in the context of a system (or panel) of demand equations. ${ }^{4}$ Specifically, we are concerned with the situation in which survey respondents are asked to provide information not only about the actual trips to a specific site (observed behavior), but also their anticipated trips (either under current conditions or given price and quality changes). The latter trip data, typically known as contingent behavior data, has been used to study the impact of changing environmental conditions (See, e.g., Rosenberger and Loomis, 1999; Whitehead et al., 2000; and Grijalva et al., 2002). Unfortunately, if the observed and contingent behavior data are collected through an on-site survey, the sampling problems become more complex. The observed behavior data are, as before, subject to truncation and endogenous stratification. While the contingent behavior data are not directly impacted, they are incidentally truncated and endogenously stratified. That is, while the sampling does not exclude individuals who anticipate zero trips in the future, they are less likely because the sampling procedure has excluded individuals who took zero trips in the past and oversampled individuals who, at least in the past, frequently took trips. As a result, it is important to model the observed and contingent behavior data in a panel data framework, controlling for correlation between these data sources and the sampling mechanism used.

In this paper, the multivariate Poisson-log normal (MPLN) model is used to jointly model the observed and contingent behavior data and to correct for on-site sampling.

[^1]Aitchison and Ho (1989) first suggested the MPLN model but did not include regressors in their analysis. Munkin and Trivedi (1999) estimate a bivariate PLN model. The advantage of the MPLN specification is the fact that, as Shonkwiler (1995) notes, "...only the multivariate Poisson-lognormal distribution can both reproduce an arbitrary correlation structure and account for overdispersion." We modify the MPLN model to control for on-site sampling.

The resulting model is used to analyze survey data collected on-site at Clear Lake in north central Iowa. Specifically, the survey data included observed trips for 2000 and contingent behavior trips for 2001 under both current prices and two sets of price increases. We find a substantial bias results if the sampling procedures are ignored, overstating both the average number of trips to the site (by a factor of 11) and the welfares associated with the recreational opportunities at Clear Lake.

## II. Correcting for On-Site Sampling

It has long been recognized that, while on-site (or intercept) surveys provide a convenient mechanism for insuring that a sample includes site users, the resulting sample is no longer representative of the population as a whole. This section provides an overview of the corrections developed for the single-site setting. These corrections are then extended for the multivariate scenario.

## A. The Univariate Model

Shaw (1988) was the first to recognize the complex set of problems that characterize on-site samples in recreation demand analysis. In addition to the count nature of the data (i.e., non-negative integers), he notes that on-site surveys exclude those who do not visit the site (truncation) and over sample those who frequent the site regularly (endogenous
stratification). ${ }^{5}$ His correction for these problems, based on the Poisson regression model, is both intuitive and easy to implement. ${ }^{6}$

Shaw (1988) begins by assuming that population trips to the single site of interest follow a univariate Poisson distribution. That is,

$$
\begin{equation*}
f\left(y_{i} \mid x_{i}\right)=\frac{\exp \left(-\lambda_{i}\right)\left(\lambda_{i}\right)^{y_{i}}}{y_{i}!}, \quad y_{i}=0,1,2, \ldots \tag{1}
\end{equation*}
$$

where $y_{i}$ denotes the number of trips taken by individual $i$,

$$
\begin{align*}
\lambda_{i} & =E\left(y_{i} \mid x_{i}\right) \\
& =\exp \left(\beta^{\prime} x_{i}\right) \tag{2}
\end{align*}
$$

denotes the expected number of trips for an individual with characteristics vector $x_{i}$, and $\beta$ denotes the unknown parameters of the distribution to be estimated.

In correcting for the on-site sampling, Shaw assumes that visitors taking $y_{i}$ trips are $y_{i}$ times more likely to be sampled than someone who takes only one trip. He demonstrates that the on-site sample's distribution is then the product of the population distribution and odds (relative to an average individual) of being included in the sample; i.e.,

$$
\begin{align*}
f_{O S}\left(y_{i} \mid x_{i}\right) & =\frac{y_{i}}{E\left(y_{i} \mid x_{i}\right)} f\left(y_{i} \mid x_{i}\right) \\
& =\frac{y_{i}}{\lambda_{i}} \frac{\exp \left(-\lambda_{i}\right)\left(\lambda_{i}\right)^{y_{i}}}{y_{i}!}  \tag{3}\\
& =\frac{\exp \left(-\lambda_{i}\right)\left(\lambda_{i}\right)^{y_{i}-1}}{\left(y_{i}-1\right)!}, y_{i}=1,2, \ldots
\end{align*}
$$

[^2]The form of the on-site sample's distribution is convenient since it can be estimated using standard statistical packages designed to estimate a Poisson regression model. The only change required for on-site sampling is to replace $y_{i}$ with $y_{i}-1$ as the dependent variable.

One limitation of Shaw's model is, like all Poisson models, it imposes the assumption of equidispersion; i.e.,

$$
\begin{equation*}
\lambda_{i}=E\left(y \mid x_{i}\right)=\operatorname{Var}\left(y_{i} \mid x_{i}\right) . \tag{4}
\end{equation*}
$$

In practice, however, recreation demand data typically exhibit overdispersion with the conditional trip variance exceeding the conditional trip mean. Following the logic of Shaw, Englin and Shonkwiler (1995) extend the on-site corrections to the negative binomial model. Specifically, if population trips are characterized by the negative binomial distribution

$$
\begin{equation*}
f\left(y_{i} \mid x_{i}\right)=\frac{\Gamma\left(y_{i}+\alpha_{i}^{-1}\right) \alpha_{i}^{y_{i}} \lambda_{i}^{y_{i}}\left(1+\alpha_{i} \lambda_{i}\right)^{-\left(y_{i}+\alpha_{i}^{-1}\right)}}{\Gamma\left(y_{i}+1\right) \Gamma\left(\alpha_{i}^{-1}\right)}, \tag{5}
\end{equation*}
$$

then the on-site sample will be characterized by the distribution

$$
\begin{equation*}
f_{o S}\left(y_{i} \mid x_{i}\right)=\frac{y_{i} \Gamma\left(y_{i}+\alpha_{i}^{-1}\right) \alpha_{i}^{y^{i}} \lambda_{i}^{y_{i}^{-1}}\left(1+\alpha_{i} \lambda_{i}\right)^{-\left(y_{i}+a_{i}^{-1}\right)}}{\Gamma\left(y_{i}+1\right) \Gamma\left(\alpha_{i}^{-1}\right)} . \tag{6}
\end{equation*}
$$

In this case the mean and variance for the on-site sample are

$$
\begin{equation*}
E\left(y_{i} \mid x_{i}\right)=\lambda_{i}+1+\alpha_{i} \lambda_{i} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Var}\left(y_{i} \mid x_{i}\right)=\lambda_{i}\left(1+\alpha_{i}+\alpha_{i} \lambda_{i}+\alpha_{i}^{2} \lambda_{i}\right), \tag{8}
\end{equation*}
$$

allowing for overdispersion and reducing to Shaw's Poisson model when $\alpha_{i} \rightarrow 0$.

## B. The Multivariate Setting

The results of the previous section apply only to the univariate setting. However, there are many examples in practice where a system of counts must be modeled. This is the case, for example, if intercept surveys are conducted at several sites simultaneously or if trip data are gathered at a single site for a series of years or under a series of hypothetical or actual scenarios. Laitila (1999) has addressed the former problem using independent Poisson distributions for each site and conditioning on the total number of trips taken. In this paper, we focus our attention on the latter problem. As noted above, the latter scenario has arisen in recent years, as recreation demand surveys frequently ask not only for information on past trips (observed behavior), but also inquire as to changes in trip behavior in future years and under hypothetical changes to the recreation site of interest (contingent behavior). We begin this section by reviewing the multivariate count data models and then develop corrections to those models for on-site samples.

## 1. Multivariate Count Data Models

The simplest extension of the univariate Poisson count data model to the multivariate setting is to assume that trip data follow independent Poisson distributions. Specifically, if $y_{i j}$ denotes the number of trips that individual $i$ would take (or has taken) under scenario $j$, then the joint conditional distribution for the vector of trips $y_{i .}=\left(y_{i 1}, \ldots, y_{i J}\right)^{\prime}$ is given by

$$
\begin{equation*}
f\left(y_{i .} \mid x_{i \cdot}\right)=\prod_{j=1}^{J} \frac{\exp \left(-\lambda_{i j}\right)\left(\lambda_{i j}\right)^{y_{i j}}}{y_{i j}!}, \quad y_{i j}=0,1,2, \ldots \tag{9}
\end{equation*}
$$

where

$$
\begin{align*}
\lambda_{i j} & =E\left(y_{i j} \mid x_{i j}\right) \\
& =\exp \left(\beta_{j}^{\prime} x_{i j}\right) \tag{10}
\end{align*}
$$

and $x_{i .}=\left(x_{i 1}, \ldots, x_{i J}\right)^{\prime}$.
The problem with the model in (9) is that the assumption of independence is unlikely to hold in practice. Individuals who have taken a large number of trips in the past (say $y_{i 1}$ ) are also likely to take a large number of trips in the future or under proposed changes to the site being studied (i.e., $y_{i 2}, \ldots, y_{i J}$ ). There have been a number of multivariate count data models developed in the literature to allow for correlation across counts for the same individual. Most of these models are mixed Poisson specifications that allow for a common shared source of unobserved heterogeneity in the counts for a given individual. Mixed Poisson models begin by assuming that there is an unobserved factor, $v_{i j}=\exp \left(\varepsilon_{i j}\right)$, associated with trips taken by individual $i$ under scenario $j$. If $v_{i j}$ were known, then the corresponding trips would follow a standard Poisson process, with

$$
\begin{equation*}
f\left(y_{i j} \mid x_{i j}, v_{i j}\right)=\frac{\exp \left(-\tilde{\lambda}_{i j}\right)\left(\tilde{\lambda}_{i j}\right)^{y_{i j}}}{y_{i j}!}, y_{i j}=0,1,2, \ldots \tag{11}
\end{equation*}
$$

and

$$
\begin{align*}
E\left(y_{i j} \mid x_{i j}, v_{i j}\right) & =\tilde{\lambda}_{i j} \\
& =\lambda_{i j} v_{i j}  \tag{12}\\
& =\exp \left(\beta_{j}^{\prime} x_{i j}+\varepsilon_{i j}\right),
\end{align*}
$$

With the $v_{i j}$ (or equivalently $\varepsilon_{i j}$ ) being unobserved, the relevant distribution for $y_{i}$. becomes

$$
\begin{equation*}
f\left(y_{i \cdot} \mid x_{i \cdot}\right)=\int \cdots \int \prod_{j=1}^{J} \frac{\exp \left(-\lambda_{i j} \exp \left(\varepsilon_{i j}\right)\right)\left(\lambda_{i j} \exp \left(\varepsilon_{i j}\right)\right)^{y_{i j}}}{y_{i j}!} g\left(\varepsilon_{i \cdot}\right) d \varepsilon_{i 1} \cdots d \varepsilon_{i j}, \quad y_{i j}=0,1,2, \ldots \tag{13}
\end{equation*}
$$

where $g\left(\varepsilon_{i .}\right)$ denotes the pdf for $\varepsilon_{i}$. Thus, the distribution of the trip vector, $y_{i}$, becomes a mixture of Poisson distributions. There are two consequences of this mixing process. First, the equidispersion assumption in equation (4) will no longer apply to the individual trip data (i.e., the $y_{i j}$ 's). Second, allowing for correlation among the $\varepsilon_{i j}$ 's across scenarios (j) for a given individual $(i)$ will induce correlation among the corresponding $y_{i j}$ 's for that individual.

In this paper, we will focus our attention on one such mixed Multivariate Poisson model, the Multivariate Poisson-Lognormal distribution (MPLN). ${ }^{7}$ The MPLN model was introduced by Aitchison and $H o$ (1989) and gets its name from the fact that the vector $v_{i 0}$ is assumed to follow a multivariate lognormal distribution, or equivalently that $\varepsilon_{i}$. follows a multivariate normal distribution; i.e.,

$$
\begin{equation*}
\varepsilon_{i \cdot} \sim N(0, \Omega) \tag{14}
\end{equation*}
$$

Substituting this distributional assumption into (13), we then have that

$$
\begin{equation*}
f\left(y_{i .} \mid x_{i .}\right)=\int \cdots \int \prod_{j=1}^{J} \frac{\exp \left(-\tilde{\lambda}_{i j}\right)\left(\tilde{\lambda}_{i j}\right)^{y_{i j}}}{y_{i j}!} \frac{\exp \left[-\frac{1}{2} \varepsilon_{i j}^{\prime} \Omega^{-1} \varepsilon_{i \cdot}\right]}{(2 \pi)^{J / 2}|\Omega|^{1 / 2}} d \varepsilon_{i .}, \quad y_{i j}=0,1,2, \ldots \tag{15}
\end{equation*}
$$

The conditional trip means and variances become

$$
\begin{equation*}
E\left[y_{i j} \mid x_{i j}\right]=\lambda_{i j} \exp \left(\frac{1}{2} \sigma_{j}^{2}\right) \equiv \delta_{i j} \tag{16}
\end{equation*}
$$

and

[^3]\[

$$
\begin{equation*}
\operatorname{Var}\left[y_{i j} \mid x_{i j}\right]=\delta_{i j}+\left[\exp \left(\sigma_{j}^{2}\right)-1\right] \delta_{i j}^{2} \tag{17}
\end{equation*}
$$

\]

where $\sigma_{j}^{2}=\operatorname{Var}\left(\varepsilon_{i j} \mid x_{i j}\right)$. Thus, equidispersion results only if $\sigma_{j} \rightarrow 0$. Correlation among the trips emerges because

$$
\begin{equation*}
\operatorname{Cov}\left[y_{i j}, y_{i k}\right]=\delta_{i j}\left[\exp \left(\sigma_{j k}\right)-1\right] \delta_{i k}, j \neq k \tag{18}
\end{equation*}
$$

where $\sigma_{j k}$ denotes the $(j, k)^{\text {th }}$ element of $\Omega$. One of the attractive features of the MPLN specification is that it does not restrict the sign of this correlation. The correlation between trips for two distinct scenarios $j$ and $k$ can be positive, negative, or zero and depends directly upon the sign of the corresponding $\sigma_{j k}$. The downside of the MPLN specification is that, at the estimation stage, the pdf in (15) requires integration over a $J$-dimensional integral. However, either standard numerical procedures or simulation techniques can be used to address this problem as long as the number of scenarios, $J$, remains relatively small; i.e., less than eight.

An alternative to the MPLN model is the Multivariate Poisson Gamma (MPG) specification. ${ }^{8}$ In this case, it is assumed that there is a single unobserved factor, $u_{i}$, shared by all trip scenarios for the same individual; i.e.,

$$
\begin{equation*}
v_{i j}=u_{i} \forall j \tag{19}
\end{equation*}
$$

and that $u_{i}$ follows a gamma $(\alpha, \alpha)$ distribution with a mean of 1 and a variance of $\alpha^{-1}$.
Substituting this assumption into (13) yields ${ }^{9}$

[^4]\[

$$
\begin{equation*}
f\left(y_{i \bullet} \mid x_{i \cdot}\right)=\frac{\Gamma\left(\sum_{j=1}^{J} y_{i j}+\alpha\right) \alpha^{\alpha}\left(\sum_{j=1}^{J} \lambda_{i j}+\alpha\right)^{-\left(\sum_{j=1}^{J} y_{i j}+\alpha\right)}}{\Gamma(\alpha)} \prod_{j=1}^{J} \frac{\lambda_{i j}^{y_{i j}}}{y_{i j}!}, \quad y_{i j}=0,1,2, \ldots \tag{20}
\end{equation*}
$$

\]

The corresponding conditional means and variances are given by

$$
\begin{equation*}
E\left[y_{i j} \mid x_{i j}\right]=\lambda_{i j} \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
V\left(y_{i j} \mid x_{i j}\right)=\lambda_{i j}+\alpha^{-1}\left(\lambda_{i j}\right)^{2} . \tag{22}
\end{equation*}
$$

Thus, the degree of overdispersion is a decreasing function of $\alpha$. The covariance between trip responses for a given individual becomes

$$
\begin{equation*}
\operatorname{Cov}\left[y_{i j}, y_{i k}\right]=\alpha^{-1} \lambda_{i j} \lambda_{i k} . \tag{23}
\end{equation*}
$$

One advantage of the MPG specification is the closed form nature of the count probabilities in equation (20), avoiding the need for numerical or simulation based integration when estimating the model. However, unlike the MPLN, the MPG imposes considerable structure on the correlation among the counts, requiring the correlations to always be positive and driven by the single parameter $\alpha$.

## 2. Controlling for On-Site Sampling

The problem of on-site sampling emerges for the application we are considering because the first of the trip scenarios, $j=1$, corresponds to current trips to the site in question. Thus, $y_{i 1}$ is truncated, excluding observations in the population with $y_{i 1}=0$, and endogenously stratified, with the sample over representing individuals that frequently visit the site. If we were only interested in observed trip behavior, then the univariate Poisson,

Negative Binomial (both described in the previous section), or the univariate PLN model could be applied. However, individuals visiting the site are asked not only about their actual trip taking behavior to the site, but also about how often they plan to visit the site in future years and under a variety of possible changes to the site, generating a vector of trip counts $y_{i .}=\left(y_{i 1}, y_{i 2}, \ldots, y_{i J}\right)^{\prime}$. The contingent behavior trips $y_{i,-1} \equiv\left(y_{i 2}, \ldots, y_{i J}\right)^{\prime}$, while not directly truncated or endogenously stratified, are impacted by the on-site nature of the survey through the correlation between $y_{i 1}$ and $y_{i,-1}$. Specifically, following the same logic as Shaw (1988) used in the univariate case,

$$
\begin{equation*}
f_{o S 1}\left(y_{i .} \mid x_{i \cdot}\right)=\frac{y_{i 1}}{E\left(y_{i 1} \mid x_{i \cdot}\right)} f\left(y_{i .} \mid x_{i \cdot}\right), y_{i 1}=1,2, \ldots ; y_{i,-1}=0,1, \ldots \tag{24}
\end{equation*}
$$

where the subscript OS1 is used to denote the fact that the on-site sampling directly impacts the trips for scenario $j=1$.

If the trips are independently distributed and each follow a Poisson process, then

$$
\begin{equation*}
f_{o S 1}\left(y_{i \cdot} \mid x_{i .}\right)=\frac{\exp \left(-\lambda_{i 1}\right)\left(\lambda_{i 1}\right)^{y_{i 1}-1}}{\left(y_{i 1}-1\right)!} \prod_{j=2}^{j} \frac{\exp \left(-\lambda_{i j}\right)\left(\lambda_{i j}\right)^{y_{i j}}}{y_{i j}!}, y_{i 1}=1,2, \ldots ; y_{i,-1}=0,1, \ldots \tag{25}
\end{equation*}
$$

If the MPLN specification applies, however, then

$$
\begin{align*}
f_{O S 1}\left(y_{i \bullet} \mid x_{i \cdot}\right)=\int \cdots \int_{i 1} \frac{y_{i 1}}{\delta_{i 1}} \prod_{j=1}^{J} \frac{\exp \left(-\tilde{\lambda}_{i j}\right)\left(\tilde{\lambda}_{i j}\right)^{y_{i j}}}{y_{i j}!} \frac{\exp \left[-\frac{1}{2} \varepsilon_{i}^{\prime} \Omega^{-1} \varepsilon_{i .}\right]}{(2 \pi)^{J / 2}|\Omega|^{1 / 2}} d \varepsilon_{i \bullet}, \quad y_{i 1}=1,2, \ldots  \tag{26}\\
y_{i,-1}=0,1, \ldots
\end{align*}
$$

A similar correction applies for the MPG specification, yielding:

$$
\begin{array}{r}
f_{O S 1}\left(y_{i} \mid x_{i .}\right)=\frac{y_{i 1} \Gamma\left(\sum_{j=1}^{J} y_{i j}+\alpha\right) \alpha^{\alpha}\left(\sum_{j=1}^{J} \lambda_{i j}+\alpha\right)^{-\left(\sum_{j=1}^{J} y_{i j}+\alpha\right)}}{\lambda_{i 1} \Gamma(\alpha)} \prod_{j=1}^{J} \frac{\lambda_{i j}^{y_{i j}}}{y_{i j}!}, \quad y_{i 1}=1,2, \ldots ;  \tag{27}\\
y_{i,-1}=0,1, \ldots
\end{array}
$$

While we have estimated the MPG model, the results were clearly dominated by the MPLN specification in terms of a likelihood dominance criterion and the Akaike information criterion. In the remainder of this paper, we focus our attention exclusively on the MPLN specification, though the results from the MPG model are available from the authors upon request.

## III. Data and Model Specification

The data used in our empirical application are drawn from an intercept survey of visitors to Clear Lake located in north central Iowa. Visitors' names and addresses were collected on-site in the summer of 2000 . These individuals were then mailed a survey in October, 2000. The survey asked respondents to provide four trip totals:

- Observed Behavior (OB): Their total number of trips to Clear Lake between November 1999 and October 2000.
- Contingent Behavior ( $\mathrm{CB}_{0}$ ): Their anticipated number of trips in 2001, given current travel costs.
- Contingent Behavior $\left(\mathrm{CB}_{1}\right)$ : Their anticipated number of trips in 2001, given an increase in the total cost per trip of $\$ B$. Specifically, individuals were asked: "Suppose that the price of visiting Clear Lake increases by $\$ B$ per trip (due for example to gas prices, user fees, or equipment costs). How many times would you
visit next year?" The value of $B$ was randomly assigned to each survey respondent and varied across individuals in the sample from $\$ 3$ to $\$ 15$, with a mean of $\$ 7.26$.
- Contingent Behavior ( $\mathrm{CB}_{2}$ ): Their anticipated number of trips in 2001, given a price increase of $\$ C$ per trip, where $C>B$. Again, the value of $C$ was randomly assigned to each survey respondent and varied across individuals in the sample from $\$ 7$ to $\$ 30$, with a mean of $\$ 16.88$.

In addition to gathering trip data, the survey also asked a series of contingent valuation questions, inquired as to the respondents' attitudes towards water quality improvements, and gathered socio-demographic information.

Of the 1,024 individuals intercepted at Clear Lake, 626 (or $62.7 \%$ of the deliverable surveys) returned a completed mail survey. In the analysis below, individuals were excluded from the final sample if they reported seasonal trips in excess of 52, allowing one trip per weekend. This resulted in 36 individuals being excluded from the sample. We also excluded households whose travel time was greater than five hours one way. Clear Lake is a unique natural lake in Iowa and does draw travelers from around the state. However, it is a regional attraction and the assumption is that anyone traveling from farther than five hours likely made the journey primarily for reasons other than to visit the lake. This excluded 19 additional households. Finally, for simplicity, a balanced panel was obtained by excluding visitors who did not answer all of the trip questions. The final sample size used in the analysis was $N=543$.

In the models estimated below, the average number of trips under scenario $j\left(\lambda_{i j}\right)$ is assumed to be a function of the travel cost to Clear Lake, household income, and sociodemographic characteristics of the household. Specifically,

$$
\begin{equation*}
\lambda_{i j}=\exp \left(\beta_{0 j}+\beta_{P_{j}} P_{i j}+\beta_{I j} I_{i}+\delta_{j}^{\prime} z_{i}\right) \tag{28}
\end{equation*}
$$

where $P_{i j}$ denotes the roundtrip travel costs from individual $i$ 's home to Clear Lake and back, $I_{i}$ denotes individual $i$ 's annual income, and $z_{i}$ is a vector of socio-demographic characteristics of the household, including:

- Male $=1$ if the survey respondent is male, $=0$ otherwise;
- Age = the age of the survey respondent;
- $\mathrm{Age}^{2}$;
- School $=1$ if the survey respondent has attended or completed some level of posthigh school education; and
- Household $=$ the total number of household members.

For observed trips $(\mathrm{OB})$ and forecasted trips for $2001\left(\mathrm{CB}_{0}\right)$, travel costs were computed as $\$ 0.25$ times the round-trip travel distance, computed using PCMiler, plus one third the respondent's wage rate times their round-trip travel time. $P_{i j}$ for $\mathrm{CB}_{1}$ and $\mathrm{CB}_{2}$ are computed in the same fashion, except that $\$ B$ and $\$ C$ are added to the travel costs, respectively.

Table 1 provides a summary of the data used in the analysis. There are a number of attributes of the raw trip data that are worth noting. First, for all four trip variables, the unconditional mean number of trips in the sample is roughly the same order of magnitude as the corresponding unconditional standard deviation, indicating that the unconditional variance will be eight to twelve times the unconditional mean. This suggests that overdispersion is likely to be a problem for all four trip variables and that a simple Poisson model for each trip variable will be inappropriate. Second, the observed number of trips (OB) is large, with households in the sample averaging over a dozen trips per year. This should
not, however, be interpreted as indicative of the population as a whole, but rather a reflection of the on-site sampling process. Households who frequent Clear Lake are more likely to be included in the sample precisely because they were more likely to be there when the intercepts occurred, hence inflating the sample average number of trips relative to the population's average. Third, the observed trips (OB) are slightly higher (12.32) than the number of trips anticipated by the survey respondents for 2001, suggesting relatively stable demand for visits to Clear Lake between 2000 and 2001. Fourth, and finally, the anticipated number of trips for 2001 decrease, as expected, with the total cost per trip, from an average number of trips just under 12 per year under current conditions $\left(\mathrm{CB}_{0}\right)$ to approximately 7.5 trips per year given an average cost increase of $\$ 17$ per trip $\left(\mathrm{CB}_{2}\right)$. Thus, households appear to be responding to the hypothetical price increase at least in the direction expected.

Table 1. Summary Statistics

| Variable | Mean | Std. Dev. | Minimum | Maximum |
| :---: | :---: | :---: | :---: | :---: |
| OB trips ( $y_{i 1}$ ) | 12.32 | 11.86 | 1 | 52 |
| $\mathrm{CB}_{0} \operatorname{trips}\left(y_{i 2}\right)$ | 11.71 | 11.77 | 0 | 50 |
| $\mathrm{CB}_{1} \operatorname{trips}\left(y_{i 3}\right)$ | 10.29 | 10.86 | 0 | 50 |
| $\mathrm{CB}_{2} \operatorname{trips}\left(y_{i 4}\right)$ | 7.33 | 9.12 | 0 | 50 |
| Travel Cost ( $P_{i 1}=P_{i 2}$ ) | \$56.73 | \$56.62 | \$5.37 | \$512.50 |
| Travel Cost $+\$ B\left(P_{i 3}\right)$ | \$64.00 | \$57.54 | \$8.37 | \$522.50 |
| Travel Cost $+\$ C\left(P_{i 4}\right)$ | \$73.61 | \$58.90 | \$12.37 | \$537.50 |
| Household Income ( $I_{i}$ ) | \$59,752 | \$37,713 | \$7,500 | \$200,000 |
| Male | 0.63 | 0.48 | 0 | 1 |
| Age | 43.62 | 13.59 | 15 | 82 |
| Education | 0.74 | 0.44 | 0 | 1 |
| Number of Household Members | 3.07 | 1.40 | 1 | 9 |

Turning to the socio-demographic data, we find that the percentage of males ( $63 \%$ ), average household income, and level of education are higher in the sample than in the Iowa
population as a whole. This, in part, is also a consequence of the on-site nature of the survey process, as frequent recreationists are more likely to be included in the sample and these, in turn, are more likely to be males with a higher level of income and education.

In estimating the MPLN model using the Clear Lake data, several restrictions were imposed on the form of the $\lambda_{i j}$ 's (i.e. expected trips). First, we assume that the $\beta^{\prime} s$ in equation (28) are the same across the three contingent behavior trips, with expected trips changing only due to changes in the corresponding price levels. Second, we assume that the socio-demographic factors (other than income) impact the expected number of trips in the same way for both observed trips and the three contingent trips. ${ }^{10}$ The resulting functional forms for the $\lambda_{i j}{ }^{\prime} s$ are given by:

$$
\lambda_{i j}= \begin{cases}\exp \left(\beta_{0, O B}+\beta_{P, O B} P_{i 1}+\beta_{I, O B} I_{i}+\delta^{\prime} z_{i}\right) & j=1  \tag{29}\\ \exp \left(\beta_{0, C B}+\beta_{P, C B} P_{i j}+\beta_{I, C B} I_{i}+\delta^{\prime} z_{i}\right) & j=2,3,4 .\end{cases}
$$

Finally, we also impose a restriction on the structure of the variance-covariance matrix for the MPLN model. Specifically, we assume that $\Omega$ in equation (14) is given by

$$
\begin{align*}
\Omega & =\left[\begin{array}{cccc}
\sigma_{1}^{2} & \sigma_{12} & \sigma_{13} & \sigma_{14} \\
& \sigma_{2}^{2} & \sigma_{23} & \sigma_{24} \\
& & \sigma_{3}^{2} & \sigma_{34} \\
& & \sigma_{4}^{2}
\end{array}\right] \\
& =\left[\begin{array}{cccc}
\sigma_{O}^{2} & \rho_{O C} \sigma_{O} \sigma_{C} & \rho_{O C} \sigma_{O} \sigma_{C} & \rho_{O C} \sigma_{O} \sigma_{C} \\
& \sigma_{C}^{2} & \rho_{C C} \sigma_{C}^{2} & \rho_{C C} \sigma_{C}^{2} \\
& & \sigma_{C}^{2} & \rho_{C C} \sigma_{C}^{2} \\
& & & \sigma_{C}^{2}
\end{array}\right] . \tag{30}
\end{align*}
$$

[^5]This implies that the unobserved error component for the three contingent trips $\left(\mathrm{CB}_{0}, \mathrm{CB}_{1}\right.$, and $\mathrm{CB}_{2}$ ) have the same covariances with each other and with the observed trip data.

## IV. Results

Table 2 provides the estimates of the MPLN model. ${ }^{11}$ We present estimates both with and without the correction for on-site sampling. Several patterns emerge in the results. First, the price and income coefficients have the expected signs and are statistically significant at a one percent level for both observed and contingent behavior trips. All else equal, an increase in travel cost decreases the expected number of trips, whereas trips increase with income. Second, these coefficients (i.e., the $\beta^{\prime} s$ ) do not differ substantially between the observed and contingent trips. However, the price responsiveness is lower among the contingent trips than for the observed trips, whereas contingent trips are more sensitive to income than observed trips. Third, the price and income coefficients do not change substantially with the correction for on-site sampling, though they are generally smaller in size.

Turning to the socio-demographic characteristics, the results are less consistent across the corrected and uncorrected models. For the MPLN specification corrected for on-site sampling, all of the socio-demographic characteristics (except the number of household members) are statistically significant and have the expected signs. Men are found to take significantly more recreational trips to Clear Lake than women and the relationship between age and trips is quadratic, with the young and old taking more trips than middle aged

[^6]individuals. Having attended college decreases recreational trips. For the uncorrected specifications, the socio-demographic coefficients are generally less significant.

Table 2. Multivariate Poisson LogNormal Models (Standard Errors in Parentheses) ${ }^{\text {a }}$

| Parameter | Corrected for On-Site Sampling | Not Corrected for On-Site Sampling |
| :---: | :---: | :---: |
| $\beta_{0, O B}$ | $\frac{0.74 * *}{}$ | $\frac{\text { amplos }}{1.94^{* *}}$ |
|  | (0.09) | (0.04) |
| $\beta_{0, C B}$ | $0.55 *$ | $1.57{ }^{* *}$ |
|  | (0.09) | (0.05) |
| $\beta_{P, O B}$ | $-1.57 * *$ | -1.58** |
|  | (0.07) | (0.07) |
| $\beta_{P, \text { CB }}$ | $-1.48{ }^{* *}$ | $-1.66{ }^{* *}$ |
|  | (0.05) | (0.06) |
| $\beta_{I, O B}$ | $0.95 * *$ | $1.08 * *$ |
|  | (0.10) | (0.09) |
| $\beta_{I, C B}$ | 1.06 ** | $1.31{ }^{* *}$ |
|  | (0.08) | (0.08) |
| Male | 27.40 ** | 9.71 |
|  | (4.45) | (5.05) |
| Age | -4.20** | -2.98** |
|  | (0.69) | (0.94) |
| Age ${ }^{2}$ | 0.04** | $0.03{ }^{* *}$ |
|  | (0.007) | (0.01) |
| School | $17.82{ }^{* *}$ | 13.04* |
|  | (4.45) | (6.28) |
| Household | -4.03* | 0.77 |
|  | (1.77) | (2.40) |
| $\sigma_{o}$ | 1.17** | 0.95** |
|  | (0.04) | (0.03) |
| $\sigma_{C}$ | $1.26{ }^{* *}$ | $1.10{ }^{* *}$ |
|  | (0.04) | (0.03) |
| $\rho_{O C}$ | $0.95 * *$ | 0.92 ** |
|  | (0.006) | (0.01) |
|  | $0.99{ }^{* *}$ | 0.98** |
| $\rho_{C C}$ | (0.002) | (0.004) |
| LogLik | -6,153.39 | -6,105.32 |

*Significant at 5\% level; **significant at 1\% level.
${ }^{a}$ All of the parameters are scaled by 100 , except the constants (which are unscaled), and the income coefficient (which is scaled by 100,000 ).

Finally, it is worth noting the parameters associated with the mixing distribution. For the MPLN model, we clearly reject both equidispersion and independence of the observed and contingent trip data. The correlation among the trips is high, with both $\rho_{O C}$ and $\rho_{C C}$ estimated to be positive and close to one. Both $\sigma_{O}$ and $\sigma_{C}$ are significantly different from zero, indicating overdispersion in the data.

The parameter estimates in Table 2 can be used to illustrate implications of the models in terms of trip behavior and the implied welfare gains associated with each trip. Table 3a provides estimates of the consumer surplus per trip calculated as $C S_{j}=\beta_{P, j}^{-1}$ for both observed trips $(j=1)$ and predicted trips for $2001(j=2)$. Both models the corrected and uncorrected predict roughly the same consumer surplus per trip, ranging from $\$ 60$ to $\$ 68$. Correcting for the on-site sampling leads to a somewhat larger surplus measure, with an increase of $12 \%$ for predicted trips.

The big impact, however, from correcting for on-site sampling comes in the form of the predicted number of trips. Table 3 b provides estimates of the population average trips. For the MPLN model this corresponds to $\delta_{i j}$ in equation (16). As expected, there is a substantial difference between the average numbers of trips when the model is corrected for on-site sampling versus when it is not. Without this correction, average trips range from 13.43 to 14.24 . This is consistent with the sample averages reported in Table 1. However, correcting for the on-site sampling, we see a substantial drop in the estimated average number of trips in the population. For the MPLN model the average is reduced by two-thirds to only five trips per household. The estimates in Table $3 b$ are based upon the average household characteristics (i.e., age, income, education, etc.) found in the survey sample.

However, these too are biased by the on-site sampling process. Table 3c recalculates the estimated average number of trips using population averages for the explanatory variables drawn from the 2000 census data for Iowa households. The average number of trips per household drops further as a result to under one and a half trips per household.

Table 3. Fitted Trips and Consumer Surplus Measures from the MPLN Model

|  | Corrected for On-Site <br> Sampling | Not Corrected for On- <br> Site Sampling |
| :---: | :---: | :---: |
|  | a. Consumer Surplus Per Trip |  |
| $C S_{1}$ | $63.72^{* *}$ <br> $(2.77)$ | $63.47^{* *}$ <br> $(2.77)$ |
| $C S_{2}$ | $67.80^{* *}$ <br> $(2.51)$ | $60.42^{* *}$ <br> $(2.14)$ |
|  | b. Fitted Population Trips |  |
| $E\left[y_{i 1} \mid x_{i 1}\right]$ | 5.51 <br> $(11.15)$ | 5.63 <br> $(13.14)$ |
| $E\left[y_{i 2} \mid x_{i 2}\right]$ | (20.42) |  |
|  | c. Fitted Population Trips (corrected for population <br> characteristics) |  |
| $E\left[y_{i 1} \mid x_{i 1}^{P}\right]$ | 1.28 <br> $(2.45)$ | $(25.11)$ |
| $E\left[y_{i 2} \mid x_{i 2}^{P}\right]$ | 1.39 <br> $(2.99)$ |  |

Finally, there are a number of hypothesis tests of interest. The first of the hypothesis tests we consider constrains the parameters of the observed and contingent behavior trip functions to be the same; i.e., $\beta_{k, O}=\beta_{k, C}, k=0, P, I$. The results are reported in column three of Table 4. In general, the resulting parameters are a compromise between the observed and contingent behavior parameters, but the hypothesis itself is clearly rejected with a p-value of less than 0.001 .

Table 4. Hypothesis Tests Using Multivariate Poisson-Lognormal Model (Standard Errors in Parentheses) ${ }^{\text {a }}$

| Parameter | Consistency |  |  |
| :---: | :---: | :---: | :---: |
|  | Unrestricted | $\underline{\beta_{k, O}=\beta_{k, C}, k=0, P, I}$ | Restricted Correlation |
| $\beta_{0, O B}$ | $\begin{gathered} 0.74^{* *} \\ (0.09) \end{gathered}$ | $0.68{ }^{\text {**** }}$ | $\begin{gathered} 0.29^{*} \\ (0.12) \end{gathered}$ |
| $\beta_{0, C B}$ | $\begin{gathered} 0.55^{* *} \\ (0.09) \end{gathered}$ | (0.07) | $\begin{gathered} 0.16 \\ (0.12) \end{gathered}$ |
| $\beta_{P, O B}$ | $\begin{aligned} & -1.57^{* *} \\ & (0.07) \end{aligned}$ | $-1.46 * *$ | $\begin{aligned} & -1.67^{* *} \\ & (0.08) \end{aligned}$ |
| $\beta_{P, C B}$ | $\begin{aligned} & -1.48^{* *} \\ & (0.05) \end{aligned}$ | (0.05) | $\begin{aligned} & -1.50^{* *} \\ & (0.07) \end{aligned}$ |
| $\beta_{t, O B}$ | $\begin{gathered} 0.95^{* *} \\ (0.10) \end{gathered}$ | $0.99^{* *}$ | $\begin{gathered} 1.30^{* *} \\ (0.15) \end{gathered}$ |
| $\beta_{I, C B}$ | $\begin{gathered} 1.06^{* *} \\ (0.08) \end{gathered}$ | (0.08) | $\begin{gathered} 1.40^{* *} \\ (0.15) \end{gathered}$ |
| Male | $\begin{aligned} & 27.40^{* *} \\ & (4.45) \end{aligned}$ | $\begin{aligned} & 26.72^{* *} \\ & (5.03) \end{aligned}$ | $\begin{gathered} 17.71 \\ (10.81) \end{gathered}$ |
| Age | $\begin{aligned} & -4.20^{* *} \\ & (0.69) \end{aligned}$ | $\begin{aligned} & -4.58^{* *} \\ & (0.91) \end{aligned}$ | $\begin{aligned} & -5.87^{* *} \\ & (1.27) \end{aligned}$ |
| Age ${ }^{2}$ | $\begin{gathered} 0.04^{* *} \\ (0.007) \end{gathered}$ | $\begin{aligned} & 0.04^{* *} \\ & (0.009) \end{aligned}$ | $\begin{gathered} 0.06^{* *} \\ (0.01) \end{gathered}$ |
| School | $\begin{aligned} & 17.82^{* *} \\ & (4.45) \end{aligned}$ | $\begin{aligned} & 18.07^{* *} \\ & (4.86) \end{aligned}$ | $\begin{aligned} & 15.73 \\ & (9.25) \end{aligned}$ |
| Household | $\begin{aligned} & -4.03^{*} \\ & (1.77) \end{aligned}$ | $\begin{aligned} & -5.17^{* *} \\ & (1.82) \end{aligned}$ | $\begin{gathered} 1.15 \\ (3.47) \end{gathered}$ |
| $\sigma_{o}$ | $\begin{gathered} 1.17^{* *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 1.20^{* *} \\ (0.03) \end{gathered}$ | $1.25{ }^{* *}$ |
| $\sigma_{C}$ | $\begin{gathered} 1.26^{* *} \\ (0.04) \end{gathered}$ | $\begin{aligned} & 1.23^{* *} \\ & (0.03) \end{aligned}$ | (0.04) |
| $\rho_{O C}$ | $\begin{gathered} 0.95^{* *} \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.94^{* *} \\ (0.006) \end{gathered}$ |  |
| $\rho_{C C}$ | $\begin{gathered} 0.99^{* *} \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.99^{* *} \\ (0.003) \end{gathered}$ |  |
| $\begin{gathered} \text { LogLik } \\ \chi_{d f=3}^{2} \end{gathered}$ | -6,153.39 | $\begin{aligned} & -6,237.72 \\ & 168.66 \end{aligned}$ | -6,259.33 |

*Significant at $5 \%$ level; ${ }^{* *}$ significant at $1 \%$ level.
${ }^{\text {a }}$ All of the parameters are scaled by 100, except the constants (which are unscaled), and the income coefficient (which is scaled by 100,000 ).

The second restricted version of the model replaces the multivariate lognormal mixing distribution with a single lognormal variable (i.e., $\left.\varepsilon_{i j}=\varepsilon_{i} \sim N\left(0, \sigma^{2}\right) \forall j\right)$. Essentially, we are restricting $\sigma_{O}=\sigma_{C}$ and $\rho_{O C}=\rho_{C C}=1$. This mimics the structure of the MPG distribution, but uses a lognormal mixing distribution rather than a gamma one. While this model represents a boundary restriction on correlation parameters, making a standard likelihood ratio test problematic, the large reduction in the log-likelihood function suggests little support for this alternative specification.

## V. Conclusions

On-site samples are frequently used in recreation demand analysis to insure that users of the site in question are represented in the sample. It has long been recognized that this results in a sample that is both truncated and endogenously stratified with respect to the respondents' reported trips to the site. The correction procedures that have been previously developed focused on observed trip data alone (e.g., Shaw, 1988, and Englin and Shonkwiler, 1995). However, researchers are frequently incorporating contingent behavior questions into their recreation demand surveys as well, asking households to indicate their future trip plans and how their trips might change given price or quality changes to the site in question (See, e.g., Rosenberger and Loomis, 1999; Azevedo, Herriges, and Kling, 2003; and Grijalva, et al. 2002). While the contingent behavior trip responses are not directly truncated or endogenously stratified, they are impacted indirectly through their correlation with observed trips. The contingent behavior data, like its observed counterpart, will not be representative of the population as a whole. In this paper, we have presented an extension of Shaw's (1988) correction to a multivariate setting using the MPLN model.

The empirical analysis, using data from an intercept survey at Clear Lake in northcentral Iowa, indicates that the failure to correct for on-site sampling procedures results in substantial bias in the estimated average number of trips to the site, both observed and contingent, overstating population trip levels by a factor of 11 . The impact on the estimated consumer surplus per trip is somewhat small. We also reject the hypothesis that the observed and contingent trips follow exactly the same demand structure, but the differences, while statistically significant, appear to be minor.
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# CHAPTER 3. COMBINING REVEALED PREFERENCE AND TWO STATED PREFERENCE DATA: CONTINGENT BEHAVIOR AND CONTINGENT VALUATION 

## A paper to be submitted to a journal in the field

Kevin J. Egan

## I. Introduction

The travel cost model was one of the first models used to measure non-market environmental goods. The model is applied extensively but used alone, with only revealed preference data, it is difficult to measure a quality change. Quality changes may take decades to materialize. Policymakers would like welfare benefit information before the proposed quality improvements are undertaken. Thus, stated preference information such as contingent valuation and contingent behavior questions were key approaches to gain this valuable information ex-ante.

More recently researchers asked both travel cost and contingent valuation questions to take advantage of the strengths of each type of data. Cameron (1992) was the first paper to combine the two sources of information into one joint model. There are many reasons to combine travel cost and contingent valuation data. Maybe the most compelling reason is the increased precision garnered from using more information to estimate the parameters. The revealed preference information imposes the discipline of the market on the stated preference data while allowing stated preference data to fill-in some information about preferences not captured by revealed preference data.

Also, the same individuals are answering both types of questions. It is theoretically possible to model all the data as being derived from one set of preferences. However

Cameron's paper is not a utility theoretic model. She used an ad-hoc error structure since both her utility difference function for the contingent valuation data and her demand function for the travel cost data had additive errors, impossible to derive from one another. Huang, Haab, and Whitehead (1997) proposed a model that is utility theoretic. This model is discussed in detail in the next section.

Layman, Boyce, and Criddle (1996) was the first paper to measure a quality change using contingent behavior questions as an alternative to contingent valuation. The authors argued many advantages of using contingent behavior questions. One is that contingent behavior data is identical in form to travel cost data, therefore, hypothetical trips are easier for the visitor to understand as an "ordinary commodity" with a price (travel cost) and substitutes (other lakes).

Huang, Haab, and Whitehead (1997) combine all three types of information (RP and the two SP data, contingent behavior and contingent valuation) for a quality change. This paper will utilize Huang, Haab, and Whitehead's model to analyze information from a portion of the Clear Lake survey focusing on visitors' responses to water quality improvement scenarios.

Another modeling issue arises due to the sample being collected on-site. The observed behavior data (actual reported trips) are truncated at one (excluding non-users) and endogenously stratified (over sampling those individuals who are more frequent users of the site). The contingent behavior data (anticipated trips given the improved quality conditions) are incidentally impacted as the over-sampled individuals who took higher actual trips are also more likely to anticipate taking higher contingent behavior trips. Therefore, the contingent behavior data is incidentally over-sampled.

This paper also utilizes contingent valuation data which again is incidentally impacted since the individuals answering the contingent valuation questions are not representative of the population. To get unbiased estimates one needs a joint model that corrects for the incidental truncation and endogenous stratification. In this paper I extend Huang, Haab, and Whitehead's joint model by adapting the correction for on-site sampling derived by Shaw (1988). Due to the on-site sampling, then the joint model not only utilizes more information but it is a necessity to get unbiased estimates from the contingent valuation data.

Section II derives the analytical model and section III details the estimation procedures with the travel cost model estimated first to compute annual consumer surplus. Then the bid function approach will be employed to estimate WTP from the contingent valuation questions. Finally a theoretically consistent model will be derived that jointly utilizes the RP and the two SP information, contingent behavior and contingent valuation data.

## II. Analytical Model for Combining Contingent Behavior and Contingent Valuation

## Data

This section's discussion follows closely the joint model in Huang, Haab, and Whitehead (1997) [HHW]. To begin, define the visitor's willingness to pay for the quality improvement as an equivalent variation measure:

$$
\begin{equation*}
W T P=e(p, q, u)-e\left(p, q^{*}, u\right) \tag{1}
\end{equation*}
$$

where $\mathrm{e}(\cdot)$ is the expenditure function, $p$ is the price of a recreation trip (the travel cost), $m$ is income, $q$ is the current level of quality, and $q^{*}$ is the improved level of quality. The
reference level of utility is $u=\left(v\left(p, q^{*}, m\right)\right)$ implying the visitor's property rights are with the future improved quality level. In the survey it is described to the visitor as a future improvement, but it could easily be depicted as a return to some historical level of water quality since the lake has been deteriorating for 50 years. Therefore, equivalent variation is the appropriate measure by establishing some historically higher quality level as the reference point.

Substituting $u=v\left(p, q^{*}, m\right)$ into the WTP variation function equation (1) yields:

$$
\begin{equation*}
w=e\left[p, q, v\left(p, q^{*}, m\right)\right]-m . \tag{2}
\end{equation*}
$$

Assuming that $q$ is a normal good, the partial derivative of equation (2) with respect to income is then:

$$
\begin{equation*}
\frac{\partial w}{\partial m}=\frac{\partial e(q)}{\partial v} \frac{\partial v\left(q^{*}\right)}{\partial m}-1=\mu-1>0 \tag{3}
\end{equation*}
$$

where $e_{v}$ is the marginal cost of utility evaluated at $q, v_{m}^{*}$ is the marginal utility of income evaluated at $q^{*}$, and $\mu=e_{\nu} v_{m}^{*}>1$. The marginal utility of income transfers dollars into "utils" at the margin at the higher quality level and the marginal cost of utility transfers "utils" back into dollars at the margin but at the degraded quality level. When evaluated at the same quality level $v_{m}^{*}=1 / e_{v}^{*}$ and the transfer of "utils" to dollars and vice-versa is equivalent. Now $\mu$ can be defined as $\mu=e_{v} / e_{\nu}^{*}$. When quality is a normal good, then the marginal cost of utility is greater with the degraded quality and the income effect will be
positive. If the marginal utility of income is constant then $\mu$ equals one and the income effect is zero ${ }^{1}$.

The partial derivative of equation (2) with respect to $p$ is:

$$
\begin{equation*}
\frac{\partial w}{\partial p}=\frac{\partial e(q)}{\partial p}+\frac{\partial e(q)}{\partial v} \frac{\partial v\left(q^{*}\right)}{\partial p}=e_{p}+e_{v} v_{p}^{*}<0 \tag{4}
\end{equation*}
$$

Using Shephard's Lemma and Roy's Identity respectively:

$$
\begin{aligned}
\frac{\partial e(p, u)}{\partial p} & =e_{p}=x^{h} \\
-\frac{v_{p}^{*}}{v_{m}^{*}} & =x^{m^{*}} \Rightarrow v_{p}^{*}=-v_{m}^{*} x^{m^{*}}
\end{aligned}
$$

and substituting them into equation (4) yields:

$$
\begin{align*}
\frac{\partial w}{\partial p} & =x^{h}-e_{v} v_{m}^{*} x^{m^{*}}  \tag{5}\\
& =x^{h}-\mu x^{m^{*}}
\end{align*}
$$

where $x^{h}$ is the hicksian demand at the current quality level and $x^{m^{*}}$ is the marshallian demand at the higher quality level. Since at the original level of quality, $x^{h}=x^{m}$, then:

$$
\begin{equation*}
\frac{\partial w}{\partial p}=x^{m}-\mu x^{m^{*}} \tag{6}
\end{equation*}
$$

The partial derivatives (equations (3) and (6)) can be used to derive the link between the visitor's contingent valuation and contingent behavior responses. Assume a linear WTP function as HHW have done:

$$
\begin{equation*}
w_{i}=\alpha+\beta p_{i}+\lambda m_{i}+\sigma_{1} \varepsilon_{1 i} \tag{7}
\end{equation*}
$$

[^7]where $\varepsilon_{1 i}$ is the normally distributed error term. Now take the partial derivative of equation (7) with respect to own price and income and then set the results equal to the previous derivations (i.e. equations (3) and (6)):
\[

$$
\begin{gather*}
\frac{\partial w}{\partial p}=\beta=x^{m}-\mu x^{m^{*}}  \tag{8}\\
\frac{\partial w}{\partial m}=\lambda=\mu-1 \tag{9}
\end{gather*}
$$
\]

Substituting $\mu-1$ for $\lambda$ in equation (7) yields:

$$
\begin{equation*}
w_{i}=\alpha+\beta p_{i}+(\mu-1) m_{i}+\sigma_{1} \varepsilon_{1 i} . \tag{10}
\end{equation*}
$$

Solving equation (8) for $x^{m}$ :

$$
x^{m}=\beta+\mu x^{m^{*}}
$$

and letting $x_{i}$ denote the visitor's revealed number of trips to Clear Lake over the last year and $x_{i}+\sigma_{2} \varepsilon_{2 i}$ denote the visitor's stated number of trips under the improved water quality scenario (where $\varepsilon_{2 i}$ is the visitor's measurement error from the mean stated number of trips $\left(x^{*}\right)$ ), then equation (8) can be written as:

$$
\begin{equation*}
x_{i}=\beta+\mu\left(x_{i}^{*}+\sigma_{2} \varepsilon_{2 i}\right) \tag{11}
\end{equation*}
$$

The previous two equations:

$$
\begin{align*}
& \text { WTP Variation Function: } w_{i}=\alpha+\beta p_{i}+(\mu-1) m_{i}+\sigma_{1} \varepsilon_{1 i}  \tag{10}\\
& \text { Trip Change Function: } x_{i}=\beta+\mu\left(x_{i}^{*}+\sigma_{2} \varepsilon_{2 i}\right) \tag{11}
\end{align*}
$$

are theoretically derived functions which will be used to measure the quality change. As HHW note, "stated and revealed preference for a quality improvement are analytically
consistent since the own-price effects on WTP are directly related to the measure of recreation behavior change."

To gain more intuition about the functions consider the special case in which $\mu$ equals one, (i.e. meaning the marginal utility of income is constant). The above functions reduce to:

WTP Variation Function: $w_{i}=\alpha+\beta p_{i}+\sigma_{1} \varepsilon_{1 i}$
Trip Change Function: $x_{i}=\beta+x_{i}^{*}+\sigma_{2} \varepsilon_{2 i}$.
Solving for the expected additional trips taken in response to the improvement in environmental quality provides a convenient interpretation of $\beta$ :

$$
\begin{aligned}
E\left(x_{i}-x_{i}^{*}\right) & =E\left(\beta+\sigma_{2} \varepsilon_{2 i}\right) \\
& =\beta
\end{aligned}
$$

i.e., $\beta$ equals the expected additional trips taken in response to the improvement in environmental quality.

## III.Estimation Procedures

This section begins by discussing estimation procedures for the travel cost model, which jointly models the observed behavior and contingent behavior data as well as correcting for on-site sampling. Next to be discussed is the estimation procedure for the WTP variation function separately, and then the joint estimation procedure of the trip change function and the WTP variation function corrected for on-site sampling.

## A. Travel Cost Model

Assume the observed $\left(x_{i}\right)$ and contingent $\left(x_{i}^{*}\right)$ trips from the on-site sample are conditionally (given the independent variables $z_{i}$ and $z_{i}^{*}$ ) bivariate Poisson-lognormally distributed ${ }^{2}$

$$
\begin{align*}
& f_{O S}\left(x_{i}, x_{i}^{*} \mid z_{i}, z_{i}^{*}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{x_{i}}{\lambda_{i} \exp \left(\frac{1}{2} \sigma^{2}\right)} \frac{\exp \left(\lambda_{i} \mathrm{e}^{\varepsilon_{i}}\right)\left(\lambda_{i} \mathrm{e}^{\varepsilon_{i}}\right)^{x_{i}}}{x_{i}!} \frac{\exp \left(\lambda_{i}^{*} \mathrm{e}^{\varepsilon_{i}^{*}}\right)\left(\lambda_{i}^{*} \mathrm{e}^{\varepsilon_{i}^{*}}\right)^{x_{i}^{*}}}{x_{i}^{*}!}  \tag{12}\\
& \times \frac{1}{2 \pi \sigma \sigma^{*} \sqrt{1-\rho^{2}}} \exp \left[-\frac{1}{2\left(1-\rho^{2}\right)}\left\{\left(\frac{\varepsilon_{i}}{\sigma}\right)^{2}-2 \rho \frac{\varepsilon_{i} \varepsilon_{i}^{*}}{\sigma \sigma^{*}}+\left(\frac{\varepsilon_{i}^{*}}{\sigma^{*}}\right)^{2}\right\}\right] d \varepsilon_{i} d \varepsilon_{i}^{*}
\end{align*}
$$

where the expected trips are specified as

$$
\begin{align*}
& \lambda_{i}=\exp \left(\alpha \quad+\beta p_{i}+\gamma m_{i}+\sigma \varepsilon_{i}\right)  \tag{13}\\
& \lambda_{i}^{*}=\exp \left(\alpha^{*}+\delta^{*} D+\beta^{*} p_{i}+\gamma^{*} m_{i}+\sigma^{*} \varepsilon_{i}\right)
\end{align*}
$$

allowing different coefficients for the observed and contingent trips. Specifically, $x_{i}$ is the total number of recreation trips to Clear Lake from November 1999 to October 2000 and $x_{i}^{*}$ is the total number of recreation trips to Clear Lake reported under plan B, a proposed water quality improvement. A dummy variable ( $D$ ) is included for the contingent behavior data since the visitors were sent two different water quality improvement scenarios, one describing a moderate water quality improvement $(D=0)$ and the other describing a larger improvement $(D=1)$. The visitor's income is $m_{i}$, and $p_{i}$ is the price of a recreation trip. It is estimated by the equation:

$$
\begin{equation*}
p_{i}=c_{i}+\eta T_{i} W_{i} \tag{14}
\end{equation*}
$$

[^8]where $c_{i}$ is the visitor's out-of-pocket travel cost. The visitor's round trip travel time is $T_{i}$, and $W_{i}$ denotes the wage rate. The proportion at which the travel time is valued is represented by $\eta$. For simplicity assume $\eta$ is a fixed fraction equal to one-third ${ }^{3}$. In calculating $p_{i}$ in this way it is assumed the visitors are able to choose hours worked at the margin. Another simplifying assumption is that all trips to the lake are for roughly the same amount of time, or that length of stay at the lake is inconsequential in the modeling process.

## B. WTP Variation Function

The bid function approach (Cameron, 1988) will be used to estimate the WTP variation function (equation (10)). The visitor can be expected to answer yes to the referendum format contingent valuation question if her true willingness to pay, $w_{i}$, is more than the bid value, $B_{i}$. Thus, the probability the visitor will say yes is:

$$
\begin{aligned}
\operatorname{Pr}(\text { yes }) & =\operatorname{Pr}\left(w_{i}>B_{i}\right)=\operatorname{Pr}\left(\alpha+\beta p_{i}+(\mu-1) m_{i}+\delta_{1} D+\sigma_{1} \varepsilon_{1 i}>B_{i}\right) \\
& =\operatorname{Pr}\left(\varepsilon_{1 i}>\frac{B_{i}-\alpha-\beta p_{i}-(\mu-1) m_{i}+\delta_{1} D}{\sigma_{1}}\right) \\
& =1-\Phi\left(\frac{B_{i}-\alpha-\beta p_{i}-(\mu-1) m_{i}+\delta_{1} D}{\sigma_{1}}\right) \\
& =\Phi\left(\frac{-B_{i}+\alpha+\beta p_{i}+(\mu-1) m_{i}+\delta_{1} D}{\sigma_{1}}\right)
\end{aligned}
$$

where $\Phi$ denotes the standard normal cdf, and again added is $D$, the dummy variable representing the two versions of the survey. The probability the visitor will say no is simply the complement to the above probability. Letting $I_{i}$ be the indicator variable which equals

[^9]one if the survey respondent answers yes and equals zero otherwise, then the log-likelihood function can be written as:
\[

$$
\begin{equation*}
L L=\sum_{i=1}^{n} \log \left\{\Phi\left[q_{i}\left(\frac{-B_{i}+\alpha+\beta p_{i}+(\mu-1) m_{i}+\delta_{1} D}{\sigma_{1}}\right)\right]\right\} \tag{15}
\end{equation*}
$$

\]

where $q_{i}=2 I_{i}-1$.
By the method of maximum likelihood estimation the coefficients $\tilde{\alpha}, \widetilde{\beta}, \tilde{\mu}, \widetilde{\delta_{1}}, \widetilde{\sigma_{1}}$ are estimated. ${ }^{4}$ Substituting the coefficients back into the WTP variation function:

$$
\begin{align*}
& \widetilde{w}_{i}^{C V}=\tilde{\alpha}+\widetilde{\beta} p_{i}+(\tilde{\mu}-1) m_{i}+\widetilde{\delta}_{1} D \\
& \widetilde{w}^{C V}=\frac{\sum_{i=1}^{n} \widetilde{w}_{i}^{C V}}{n} \tag{16}
\end{align*}
$$

where ${\underset{\underline{\sim}}{w}}^{C V}$ is one of three estimates this paper will be calculating of the visitor's willingness to pay for the quality improvement. This WTP estimate is labeled CV since it uses the contingent valuation question. Note however, unlike the usual bid function approach, the WTP variation function does not exclusively use contingent valuation data since $p_{i}$, the travel cost, is included as an explanatory variable.

However, when the sample is collected on-site the WTP estimates from the bid function approach may be biased due to the sample not being representative of the population. If visitors with high observed trips (i.e. those who are over-sampled) are more likely to answer yes to the contingent valuation question, then the WTP estimates from the bid function approach will be biased upward. One way to correct the contingent valuation

[^10]estimates is to estimate a joint model like the one HHW have derived, where the joint density is corrected for on-site sampling.

## C. Joint Estimation

To begin, I will discuss the joint estimation assuming a random population sample and then I will discuss the correction to the log-likelihood function for on-site sampling. To jointly model equations (10) and (11), both functions will be combined into one loglikelihood function where the correlated errors will be accounted for by assuming a bivariate normal distribution, $\left(\varepsilon_{1 i}, \varepsilon_{2 i}\right) \sim N\left(0,0, \sigma_{1}^{2}, \sigma_{2}^{2}, \rho\right)$. Then if the parameters are restricted to be equal, the log-likelihood function will be estimated resulting in one willingness to pay estimate.

The joint distribution for visitor $i$ is then:

$$
\left[\begin{array}{l}
w_{i} \\
x_{i}
\end{array}\right] \sim N\left(\left[\begin{array}{l}
\alpha+\beta p_{i}+(\mu-1) m_{i}+\delta_{1} D \\
\beta+\mu x_{i}^{*}+\mu \delta_{2} D
\end{array}\right],\left[\begin{array}{cc}
\sigma_{1}^{2} & \mu \sigma_{12} \\
\mu \sigma_{12} & \mu^{2} \sigma_{2}^{2}
\end{array}\right]\right)
$$

where $\sigma_{12}=\frac{\rho}{\left(\sigma_{1} \sigma_{2}\right)}$. Following HHW the joint distribution can be written as the distribution of $w_{i}$ conditional on $x_{i}$ multiplied by the distribution of $x_{i}: f\left(w_{i}, x_{i}\right)=f\left(w_{i} \mid x_{i}\right) f\left(x_{i}\right)$. The conditional distribution of $w_{i}$ is:

$$
w_{i} \left\lvert\, x_{i} \sim N\left(\alpha+\beta p_{i}+(\mu-1) m_{i}+\delta_{1} D+\rho \sigma_{1}\left(\frac{x_{i}-\beta-\mu x_{i}^{*}+\mu \delta_{2} D}{\mu \sigma_{2}}\right),\left(1-\rho^{2}\right) \sigma_{1}^{2}\right)\right.
$$

The joint distribution combines the continuous trips with the discrete WTP responses. This distribution can be written as the product of a Bernoulli distribution conditional on the trip decision and the density function of trips:

$$
\begin{aligned}
& P\left(y e s \mid x_{i}\right)^{I_{i}} P\left(n o \mid x_{i}\right)^{1-I_{i}} f\left(x_{i}\right)=f\left(x_{i}\right) P\left(w_{i} \geq T_{i} \mid x_{i}\right)^{L_{i}} P\left(w_{i}<T_{i} \mid x_{i}\right)^{1-I_{i}} \\
& =\phi\left(\frac{x_{i}-\beta-\mu x_{i}^{*}-\mu \delta_{2} D}{\mu \sigma_{2}}\right) \Phi\left(\frac{\left(-B_{i}+\alpha+\beta p_{i}+(\mu-1) m_{i}+\delta_{1} D\right) / \sigma_{1}+\rho\left(x_{i}-\beta-\mu x_{i}^{*}-\mu \delta_{2} D\right) / \mu \sigma_{2}}{\left(1-\rho^{2}\right)^{\frac{1}{2}}}\right)^{I_{i}} \\
& {\left[1-\Phi\left(\frac{\left(-B_{i}+\alpha+\beta p_{i}+(\mu-1) m_{i}+\delta_{1} D\right) / \sigma_{1}+\rho\left(x_{i}-\beta-\mu x_{i}^{*}-\mu \delta_{2} D\right) / \mu \sigma_{2}}{\left(1-\rho^{2}\right)^{\frac{1}{2}}}\right)\right]^{1-I_{i}}}
\end{aligned}
$$

where $I_{i}$ equals one if the survey respondent indicated yes to the contingent valuation question and equals zero otherwise, and $\phi$ and $\Phi$ are the normal density and cumulative distribution functions. The log-likelihood function is then:

$$
\begin{align*}
L L & =-n \ln \left(\sigma_{2} \sqrt{2 \pi}\right)-\frac{1}{2 \sigma_{2}^{2}} \sum_{i=1}^{n}\left(\frac{x_{i}}{\mu}-\frac{\beta}{\mu}-x_{i}^{*}-\delta_{2} D\right)^{2} \\
& +\sum_{i=1}^{n} \ln \left\{\Phi\left[q_{i}\left(\frac{\left(-B_{i}+\alpha+\beta p_{i}+(\mu-1) m_{i}+\delta_{1} D\right) / \sigma_{1}+\rho\left(\frac{x_{i}}{\mu}-\frac{\beta}{\mu}-x_{i}^{*}-\delta_{2} D\right) / \sigma_{2}}{\left(1-\rho^{2}\right)^{\frac{1}{2}}}\right]\right)\right] \tag{17}
\end{align*}
$$

where $q_{i}=2 I_{i}-1$. The first line is the log-likelihood function for estimating the trip change function. The second line is the log-likelihood function for estimating the conditional distribution of the WTP variation function (i.e. $w_{i} \mid x_{i}$ ).

Shaw (1988) corrects for truncation and endogenous stratification by calculating the on-site sample's density function. Shaw assumes that visitors taking $x_{i}$ trips are $x_{i}$ times more likely to be intercepted than someone who takes only one trip. Using this assumption, he shows the on-site sample's density function can be written as

$$
\begin{equation*}
f_{O S}\left(x_{i} \mid z_{i}\right)=\frac{x_{i}}{E\left[x_{i} \mid z_{i}\right]} f\left(x_{i} \mid z_{i}\right), \tag{18}
\end{equation*}
$$

where the population density is reweighted by the ratio of the observed value and the expected value. If the distribution is normal then

$$
\begin{equation*}
E\left[x_{i} \mid z_{i}\right]=\theta^{\prime} z_{i}+\sigma Q\left(d_{i}\right) \tag{19}
\end{equation*}
$$

where $d_{i}=\theta^{\prime} z_{i} / \sigma, \mathrm{r}_{i}=\phi\left(d_{i}\right) / \Phi\left(d_{i}\right), Q\left(d_{i}\right)=1 /\left(d_{i}+r_{i}\right), \phi\left(d_{i}\right)$ and $\Phi\left(d_{i}\right)$ are, respectively the standard normal density and cumulative distribution function evaluated at $d_{i}$. The reweighting procedure Shaw derives in equation (18) and (19) can be applied to HHW's trip change function such that the joint log-likelihood function is

$$
\begin{align*}
L L & =-n \ln \left(\sigma_{2}^{2} \sqrt{2 \pi}\right)-\frac{1}{2 \sigma_{2}^{2}} \sum_{i=1}^{n}\left(\frac{x_{i}}{\mu}-\frac{\beta}{\mu}-x_{i}^{*}-\delta_{2} D\right)^{2} \\
& +\sum_{i=1}^{n} \ln x_{i}-\sum_{i=1}^{n} \ln \left[d_{i} \Phi\left(d_{i}\right)+\phi\left(d_{i}\right)\right]  \tag{20}\\
& +\sum_{i=1}^{n} \ln \left\{\Phi\left[q_{i}\left[\frac{\left(-B_{i}+\alpha+\beta p_{i}+(\mu-1) m_{i}+\delta_{1} D\right) / \sigma_{1}+\rho\left(\frac{x_{i}}{\mu}-\frac{\beta}{\mu}-x_{i}^{*}-\delta_{2} D\right) / \sigma_{2}}{\left(1-\rho^{2}\right)^{\frac{1}{2}}}\right]\right)\right]
\end{align*}
$$

## IV.The Data

In the summer of 2000 visitors to Clear Lake were intercepted at the boat ramps, beaches, and fishing docks. A total of 1,024 intercepted visitors agreed to participate in the mail survey which occurred in October, 2000. The visitors were paid $\$ 5$ for a returned survey. Of the deliverable surveys 626 were returned resulting in a $62.7 \%$ response rate.

The survey was conducted to measure visitor's and local resident's willingness to pay for quality improvements to Clear Lake. The visitor's survey contains different quality improvement plans, and this paper focuses on one in particular, Plan B, which consisted of a moderate and a high water quality improvement. However all of the analysis is easily
extended to the other plans. See Azevedo, Herriges, Kling (2001) for survey summary statistics.

There are three questions of interest in the survey. ${ }^{5}$ The visitors were first asked a revealed preference question. It asked the visitors to report the number of trips they had taken to Clear Lake over the last year. They were then asked two stated preference questions. The first being a contingent behavior question asking them for the number of trips they would have taken over the past year to Clear Lake if conditions were as described under Plan $B$, the proposed water quality improvement. Second, the visitors were asked a referendum format contingent valuation question about the same quality change scenario. The quality change is described in terms of fish variety and catch, bacteria levels and algae blooms, water odor and color, and clarity of the lake.

## A. Data Set Restrictions

Of the 626 returned surveys, 44 respondents did not answer the trip questions or the CV question and were therefore discarded. The visitors who reported unusually large travel distance or excessive reported trips were also excluded. This was done by limiting the travel time one way to 5 hours ( 20 surveys discarded) and limiting the number of total trips to 52 (34 discarded), allowing one trip per weekend.

As HHW did, visitors were also excluded for reporting fewer trips under the improved water quality than they stated for the previous year. A surprisingly large number of surveys, 145 , were discarded due to this restriction; a loss of $27.5 \%$ of the remaining surveys. This large loss of observations deserves further discussion.

[^11]Maybe the visitors unintentionally reported Plan B trips less than past trips. The respondents were asked for their total trips over the previous year as the first question in the survey. Before being asked the contingent trips under Plan B they were given a description of the current water quality conditions. I think even the current conditions came as a surprise to many of the respondents by making them aware of risks of "algae blooms" and other descriptions they may have never considered before. I think maybe the respondent is reacting to the "current conditions" description. Had they known this information before their trips over the last year, they actually would have gone less.

After the initial water conditions were described, the survey contained three different quality plans. Plan A depicted the Lake if nothing was done, showing significantly deteriorated water quality. As reported by Azevedo, Herriges, and Kling (2001) the contingent trips plunged under this plan. The next plan was Plan B, the proposed water quality improvement plan.

Therefore a possible additional explanation is, Plan A preceding Plan B biases the answers to Plan B. Maybe the reason the respondents are not being careful with their answers is they report Plan B trips as a significant increase over Plan A, but they are not considering what their original reported trips were and thus Plan $B$ trips is significantly greater than Plan A trips but still actually less than past trips. As evidence I checked the number of visitors who put more trips under Plan A, the degraded water quality. Only 4.2\% of the visitors put more trips compared to $27.5 \%$ who failed the quality consistency condition under Plan B. Maybe this is evidence Plan A being first biases the trips reported for Plan B.

I mention this issue simply as a curiosity and something to ponder when designing future surveys. A few suggestions I would recommend would be: 1) The first question of
the survey asked the visitors to report their trips over the last year but they reported their trips for each of the four seasons and never were asked to total the number of trips. Maybe it would be better to ask the respondent to also total this number so they have total trips in mind. 2) When the respondent reports their trips, ask them to go to a specified page further along in the survey and record that number again in a place right before they are asked to report their contingent trips for each alternative plan. Although, I know it is not ideal to have respondents flipping ahead in the survey, probably a better solution is to only ask for, "additional trips" under the improved water quality. Then the visitor has no choice but to leave trips unchanged or report higher trips. 3) Ask how many trips they would have taken over the past year if they had been fully aware of the "current conditions" of the lake. 4) Or, the survey also asked their expected trips next year, but it too preceded the description of current conditions of the lake. Another alternative is to have this question asked after the description.

## B. Summary Statistics

Summary statistics of the data set are given in Table 1. The average number of observed behavior trips is 10.9 and the average number of contingent behavior trips is 15.7 (13.9 for low improvement and 17.2 for high improvement). However these averages are inflated due to the on-site sampling. Those who take a high number of trips are more likely to be intercepted and therefore overrepresented in the sample. Modeling techniques will be employed to control for the on-site sampling.

The respondents answered yes to the contingent valuation question $54.0 \%$ of the time. The bid values ranged from $\$ 45$ to $\$ 660$ with a mean bid value of $\$ 333.22$. Income was elicited in categories with income levels coded at the midpoints of the income ranges (the
upper range was coded as $\$ 200,000$ ), the mean income was $\$ 62,182$. Again, due to the onsite sampling, the data set is skewed to those individuals with a larger income than the population as a whole. The higher income individuals take more trips and are therefore more likely to be intercepted and then overrepresented in the sample.

The statistics presented in Table 1 for the observed behavior trips and expected trips indicate the visitors, on average, reported expected trips next year to be basically the same as the trips they reported over the last year. A simple test of this hypothesis is done by randomly pairing the reported values of observed behavior trips and expected trips, then taking the difference between the two. This difference is treated as a random variable distributed normally. The null hypothesis mean observed behavior trips equals mean expected trips cannot be rejected at the 0.10 significance level. ${ }^{6}$

Table 1. Summary Statistics

| Variable | Mean | Standard Deviation |  | Minimum |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Travel Cost $(p)$ | $\$ 63.30$ | $\$ 58.13$ |  | 0 | $\$ 512.50$ |
| Observed Behavior Trips $(x)$ | 10.91 | 11.65 |  | 1 | 50 |
| Expected Trips | 11.26 | 12.15 |  | 0 | 50 |
| Contingent Behavior Trips $\left(x^{*}\right)$ | 15.74 | 16.03 |  | 1 | 100 |
| Income $(m)$ | $\$ 62,182$ | $\$ 38,373$ |  | $\$ 7,500$ | $\$ 200,000$ |
| B Bid $(B)$ | $\$ 333.22$ | $\$ 136.75$ |  | $\$ 45$ | $\$ 660$ |
| Yes | .54 | .5 | 0 | 1 |  |
| $D$ | .55 | .49 | 0 | 1 |  |

Sample Size $=383$

[^12]HHW concluded expected trips should be combined with contingent valuation data. However they had a significant difference between observed behavior trips and expected trips. Also, the Clear Lake survey specifically asks the visitor to consider their trips "over the last year" making it clear the comparison is with observed behavior trips. For these reasons this analysis is only with observed behavior trips as the independent variable.

## V. Estimation Results

The travel cost model corrected for on-site sampling is first estimated and then the trip change function and the WTP variation function are estimated separately, and lastly the joint model corrected for on-site sampling.

## A. Independently Estimated Models

The maximum likelihood coefficients from the travel cost model have the appropriate qualitative signs with recreation trips inversely related to price and increasing with income (table 2). All coefficients are significant at $1 \%$ level except the constant for observed behavior trips. The estimated average demand curve for the contingent behavior trips shifts out with the improvement in water quality causing an increase in the consumer surplus estimate. The contingent behavior trips are also less responsive to price and income.

Annual consumer surplus estimates from the count data recreation demand models are easily estimated if the count regression model uses the mean exponential function (i.e. $\lambda_{1}=\exp \left(\theta^{\prime} z_{i}\right)$. Consumer surplus is the area under the aggregate demand curve from the beginning price $\left(p^{B}\right)$ to the choke price $\left(p^{C}\right)$. Since at the choke price demand is zero and at the beginning price demand is the observed number of trips, annual consumer surplus for each individual is

$$
\begin{aligned}
C S_{i} & =\int_{P^{B}}^{P^{c}} \lambda_{i}(P) d P \\
& =\frac{-\lambda_{i}}{\beta^{P}}
\end{aligned}
$$

where $\beta^{P}$ is the coefficient for the price variable and $\lambda_{i}$ is the predicted number of trips.

The average predicted trips for the observed behavior data is 3.18 leading to annual average consumer surplus estimates of $\$ 205.78$ per individual given current conditions. The average predicted contingent behavior trips is 6.05 , averaging the predicted trips for the moderate improvement, 5.43 , and the high improvement, 6.54 , leading to an annual mean consumer surplus of $\$ 486.73$.

The above estimates are calculated using coefficients corrected for on-site sampling, however, as discussed, the independent variables themselves are also affected by administering an intercept survey. To obtain fitted population trips corrected for population characteristics, denoted as $x^{p}$ and $x^{*}$, requires using population averages for the independent variables. I assume the population is the state of Iowa, as done in the first essay of this dissertation. The bottom of table 2 lists the fitted population trips corrected for population characteristics and the resulting annual consumer surplus estimates.

Table 2. Recreation Demand: BVPLN (Standard Errors in Parentheses) ${ }^{\text {a }}$

| (Standard Errors in Parentheses) ${ }^{\text {a }}$ |  |  |
| :---: | :---: | :---: |
| Parameter | $\underline{x}$ | $x^{*}$ |
| Constant | $\begin{gathered} 0.18 \\ (0.14) \end{gathered}$ | $\begin{gathered} 1.07^{*} \\ (0.10) \end{gathered}$ |
| Travel Cost ( $p$ ) | $\begin{aligned} & -1.55^{*} \\ & (0.10) \end{aligned}$ | $\begin{aligned} & -1.25^{*} \\ & (0.07) \end{aligned}$ |
| Income | $\begin{gathered} 1.68^{*} \\ (0.14) \end{gathered}$ | $\begin{gathered} 1.16^{*} \\ (0.11) \end{gathered}$ |
| D |  | $\begin{gathered} 0.19^{*} \\ (0.04) \end{gathered}$ |
| $\sigma$ | $\begin{gathered} 1.2^{*} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.97^{*} \\ (0.03) \end{gathered}$ |
| $\rho$ | $\begin{gathered} 0.98^{*} \\ (0.01) \\ \hline \end{gathered}$ |  |
| Consumer Surplus per Trip | $\begin{aligned} & 64.63^{*} \\ & (4.06) \end{aligned}$ | $\begin{aligned} & 80.42^{*} \\ & (4.79) \end{aligned}$ |
| Fitted Population Trips | $\begin{gathered} 3.18 \\ (7.42) \end{gathered}$ | $\begin{gathered} 6.05 \\ (8.87) \end{gathered}$ |
| Corresponding Annual Consumer Surplus | $\begin{aligned} & 205.78 \\ & (12.91) \end{aligned}$ | $\begin{aligned} & 486.73 \\ & (28.98) \end{aligned}$ |
|  | $x^{p}$ | $\underline{x^{* p}}$ |
| Fitted Population Trips (corrected for population characteristics) | $\begin{gathered} 0.37 \\ (0.90) \end{gathered}$ | $\begin{gathered} 1.26 \\ (1.93) \end{gathered}$ |
| Corresponding Annual Consumer Surplus | $\begin{aligned} & 23.79 \\ & (1.49) \end{aligned}$ | $\begin{aligned} & 101.20 \\ & (6.03) \end{aligned}$ |

[^13]Table 3. Independent and Joint Estimation (Standard Errors in Parentheses)

| Parameter | Trip Change Fn. | WTP Variation Fn. | Joint Model |
| :---: | :---: | :---: | :---: |
| $\alpha$ |  | $\begin{gathered} -151.02 \\ (314.96) \end{gathered}$ | $\begin{gathered} 317.45 \\ (228.98) \end{gathered}$ |
| $\beta^{c b}$ | $\begin{gathered} -20.12^{*} \\ (3.02) \end{gathered}$ |  | $\begin{gathered} -24.99^{*} \\ (3.38) \end{gathered}$ |
| $\beta^{c v}$ |  | $\begin{gathered} -2.05 \\ (2.10) \end{gathered}$ | $\begin{gathered} -0.87 \\ (1.90) \end{gathered}$ |
| $\mu^{c b}$ | $\begin{gathered} 1.11^{*} \\ (0.06) \end{gathered}$ |  | $\begin{gathered} 1.14^{*} \\ (0.07) \end{gathered}$ |
| $\mu^{c v}$ |  | $\begin{gathered} 1.01^{*} \\ (0.01) \end{gathered}$ | $\begin{gathered} 1.01^{*} \\ (0.01) \end{gathered}$ |
| D | $\begin{aligned} & -4.76^{*} \\ & (1.28) \end{aligned}$ | $\begin{gathered} 187.21 \\ (143.16) \end{gathered}$ |  |
| $\sigma_{1}$ |  | $\begin{aligned} & 1086.06 \\ & (754.33) \end{aligned}$ | $\begin{gathered} 1298.77 \\ (830.04) \end{gathered}$ |
| $\sigma_{2}$ | $\begin{gathered} 7.45^{*} \\ (0.28) \end{gathered}$ |  | $\begin{gathered} 7.61^{*} \\ (0.28) \end{gathered}$ |
| $\rho$ |  |  | $\begin{aligned} & -0.19^{*} \\ & (0.06) \end{aligned}$ |
| WTP |  | $\begin{gathered} 473.76 \\ (366.87) \end{gathered}$ | $\begin{gathered} 989.50 \\ (424.91) \end{gathered}$ |
| WTP ${ }^{p}$ |  | $\begin{gathered} 222.19 \\ (523.97) \end{gathered}$ | $\begin{gathered} 773.62 \\ (523.47) \end{gathered}$ |

* Significant at $1 \%$ level.

In Table 3, the maximum likelihood estimates from the trip change function are all of the proper qualitative sign and significant at the $1 \%$ level. Only the income coefficient is significant from the WTP variation function, leading to a large standard error for the WTP estimate.

## B. Use and Nonuse Values

A second approach for estimating the WTP for the water quality improvement scenarios can be calculated as the difference in the annual consumer surplus estimates from the recreation demand models, $\stackrel{\overline{\bar{w}}}{ }_{C B}$. It is labeled with CB since it uses the contingent behavior data. However, $\hat{\bar{w}}^{C B}$ only measures use value. The WTP estimate from the contingent valuation question, $\hat{\bar{w}}^{C V}$, includes both use and nonuse values. If one assumes the weak complementarity condition holds for all the visitors, then this distinction is moot, and the two stated preference data can be assumed to measure the same underlying preferences. But with many environmental amenities, measuring the nonuse value can be a significant portion of the total welfare. It is possible to separate the WTP estimates into use and nonuse values by subtracting $\hat{\bar{w}}^{C B}$ from $\hat{\underline{w}}^{C V}$ :

$$
\begin{aligned}
& \hat{\bar{w}}^{C B}=\$ 101.20-\$ 23.79=\$ 77.40 \\
& \hat{\bar{w}}^{C V}=\$ 222.19
\end{aligned}
$$

resulting in an estimated nonuse value of Clear Lake at $\$ 144.79 ; 65.2 \%$ of the total.
Notice, the nonuse value was estimated using the fitted values with the population averages used as the independent variables. While the WTP estimate from the contingent valuation data has been adjusted with respect to the independent variables, the estimated coefficients are still uncorrected. The WTP estimate from the contingent behavior data has corrected the coefficients and the independent variables for on-site sampling, and to do the same with the contingent valuation data requires a joint model to make it possible to reweight the density according to that which is truncated and endogenously stratified, observed trips.

The next section discusses the estimates from the joint model that does control for the on-site sampling using both the contingent behavior and contingent valuation data.

## C. Jointly Estimated Model

The estimates from the joint model mimic the independent models with the coefficients from the trip change function all being significant at the 0.01 level and only the income coefficient being significant at that level from the WTP variation function (Table 3). Unfortunately, the joint model with the dummy variable for the medium and high improvement water quality plans would not converge. Therefore, this dummy variable was excluded, and the reported WTP estimate is for the average of the two plans. Also, the null hypothesis, $\beta^{c b}=\beta^{c v}$ and $\mu^{c b}=\mu^{c v}$, is rejected based on a likelihood ratio test, and therefore this specification is excluded from the analysis.

Surprisingly $\hat{\rho}$, the correlation coefficient, is significantly estimated as a negative number, meaning as the visitors take less trips their estimated WTP from the variation function increases. Since the correction for on-site sampling essentially leads to more weight given to the low trip takers, the joint WTP estimate is significantly larger than the WTP estimate from the variation function separately. However, the standard errors on the WTP estimates are large indicating the model does not have much explanatory power. A positive correlation between additional trips taken and WTP was expected leading to a lower joint WTP estimate.

It appears the Clear Lake sample is not well suited to this modeling strategy. Adding the price of the recreation trip as an explanatory variable in the WTP variation function and in the joint model produces insignificant coefficients for the price. The respondents to the

Clear Lake survey who take many trips (i.e. have a lower price on average) are not significantly more likely to answer "yes" to the contingent valuation question.

## VI. Conclusions

The Clear Lake data set is a rich data set asking the visitors revealed preference and two stated preference questions, contingent behavior and contingent valuation. This paper has discussed ways of utilizing this data to measure welfare gains for a water quality improvement plan. In particular, estimates of the welfare gains were derived in three ways; contingent behavior and contingent valuation separately, and an approach to jointly model the data. The joint approach in this paper is unique since it combines three data sources (one RP and two SP) instead of the usual two (one RP and one SP). This is done by exploiting consumer welfare theory to derive a trip change function that includes both past trips (RP) and plan $B$ trips (SP) in one function along with the WTP variation function.

In addition, this paper has shown how to correct WTP estimates from contingent valuation data for on-site sampling. The approach is to jointly model the contingent valuation data with the trip data and then reweight the joint distribution appropriately. Surprisingly, the correlation between recreation trips and WTP for a quality improvement was found to be negative leading to unexpected results of increased WTP estimates when correcting for on-site sampling. However the standard errors on the WTP estimates is large indicating the model does not have much explanatory power, and other applications of this model may lead to more significant results.
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# CHAPTER 4. RECREATION DEMAND USING PHYSICAL WATER QUALITY MEASURES 

A paper to be submitted to a journal in the field
Kevin J. Egan ${ }^{1,2}$, Joseph A. Herriges ${ }^{1}$, Catherine L. Kling ${ }^{1}$, John A. Downing ${ }^{3}$

## I. Introduction

According to the U.S. Environmental Protection Agency (EPA) (2003), significant strides have been made in reducing the impacts of point source pollutants on our aquatic resources. However, our waters continue to remain impaired, "primarily due to complex pollution problems caused by nonpoint source pollution (p. 1-1)." This report continues stating that the most recent (2000) national water quality inventory shows $45 \%$ of assessed lake acres are impaired. Two leading causes of these impairments are nutrients and siltation; with nutrients alone and the related biological growth creating approximately half of the assessed impaired waters (EPA, 2000). In states like Iowa, agriculture is a primary source of nutrients, though urban runoff also contributes. Iowa's impaired waters list reports nutrients and suspended solids as practically the sole source of the impairment (EPA Water Quality Inventory for the State of Iowa, 2003). ${ }^{4}$

Therefore, an important empirical question is if, or to what degree, do visitors consider the physical water quality (i.e. the data limnologists collect when studying lakes) of an aquatic resource when making recreation choices? Specifically, are they responsive to physical water quality measures such as nutrients, or are other lake characteristics more important, for example, location, or available facilities? The relationship between physical

[^14]water quality measures and recreational use is also central to understand as these scientific measures are the most objective and quantifiable. In addition, the EPA considers physical water quality measures when determining which lakes are impaired. A lake that is considered impaired becomes a candidate for the total maximum daily load (TMDL) process.

A TMDL is a calculation of the greatest amount of a pollutant that a water body can receive without violating water quality standards. The pollutant may be one of the physical water quality measures collected, such as total phosphorus or nitrogen. Therefore, directly including physical water quality measures in the analysis allows welfare calculations to be based on improvements in levels, as stipulated by the TMDL's, to remove the water body from the impaired waters list.

While there is of course an important question regarding the degree to which visitors respond to scientific water quality measures, visitors may not directly respond to the level of nutrients in the water. However, reports by limnologists state, "Increased nutrient supply to fresh waters has been associated with algal blooms, imbalances in water ecosystems, fish kills, increase in toxin-producing microorganisms, and reduced aesthetic value of lakes and streams" (Mallarino et al. 2002, p. 440). Thus to the extent that visitors respond to these ecosystem services, physical water quality measures may predict recreation choices.

The purpose of this paper is to estimate the responsiveness of recreational lake trips to physical measures of water quality collected from the lakes. A few papers have addressed this issue. Feather and Hellerstein (1997) estimated the recreational benefits from the conservation reserve program. The authors included soil erosion as an explanatory variable for recreational trips, theorizing that the conservation reserve program reduces erosion, which they show is correlated with physical water quality measures such as nitrogen and
phosphorous. The final link needed is the physical water quality measures effect on recreational behavior. Feather and Hellerstein acknowledge that this information is unknown, but they assume the relationship exists to complete the argument for erosions effect on recreation behavior.

More recently, two papers have estimated the responsiveness of recreation behavior to a few measures of physical water quality. Phaneuf, Herriges, and Kling (2000) estimate a Kuhn-Tucker model analyzing angler behavior in the Great Lakes. They include catch rates for particular fish species of interest as well as a toxin measure derived from the average toxin levels (ng/kg-fish) given in a study by De Vault et al. (1989). The authors state that the toxin level, a measure of the presence of environmental contaminants, is likely to influence the recreation decision much in the same way, in this paper, we expect physical measures of water quality like nutrients will affect recreation decisions. The second paper is Von Haefen (2003) who uses two of the same physical water quality measures as this paper, total phosphorus and secchi depth.

All of these papers find significant effects for their included quality variables, even with limited numbers of observations (Von Haefen) or aggregated sites (Phaneuf et al., Feather and Hellerstein, and Von Haefen). This paper extends this line of research analyzing a comprehensive data set in terms of its expansive recreation behavior and physical water quality collected. The Iowa State University Limnology laboratory, led by Dr. John Downing, a limnologist at Iowa State University, is conducting a 5 year study of 129 of Iowa's principal lakes. To complement this data, a random population survey was sent to 8,000 Iowans to collect information on their recreation behavior to all of the 129 lakes.

Iowa is a unique setting for this analysis as the lake destinations are one of the primary recreational activities available in Iowa. Survey results suggest that Iowans averaged 9.7 total trips for 2002 to Iowa lakes. ${ }^{5}$ In addition the water quality in Iowa's lakes varies from a few clean lakes with up to 15 feet of visibility to other lakes having some of the highest concentrations of nutrients in the world. On average the water quality is poor, as evidenced by 31 of the 129 principal lakes officially listed as impaired by the EPA.

We employ the repeated Mixed Logit random utility framework first introduced by Revelt and Train (1998), and in the area of recreation demand by Train (1998). More recently in recreation demand, Herriges and Phaneuf (2002) utilize the error components interpretation of Mixed Logit, while Von Haefen (2003) follows Train (1998) employing the random parameters interpretation. In this paper we utilize the random parameters interpretation to model recreation behavior to Iowa's lakes. The Mixed Logit model is a flexible structure allowing the analyst to most appropriately model recreationist's behavior by incorporating the substitution and correlation patterns between various lakes.

This paper illustrates that visitor's trip behavior is significantly responsive to physical water quality measures. WTP estimates are calculated from three different scenarios. The first scenario improves the water quality of all 129 lakes to equal the water quality of West Okoboji Lake, one of the cleanest lakes in Iowa. The second scenario is a less ambitious, more realistic plan which improves nine lakes evenly placed throughout the state to equal the

[^15]water quality level of West Okoboji Lake. The last scenario considers improving the 31 impaired lakes as listed by the EPA to a high enough quality level to remove them from the list. These scenarios show that Iowans highly value their lakes, but would benefit the most from a few more lakes with superior water quality rather than all recreational lakes being brought to an adequate water quality level.

## II. Mixed Logit Model

The Mixed Logit model was chosen since it exhibits many desirable properties including, "it allows for corner solutions, integrates the site selection and participation decisions in a utility consistent framework, and controls for the count nature of recreation demand (Herriges and Phaneuf, 2002)."

Assume the utility of individual $i$ choosing site $j$ on choice occasion $t$ is of the form

$$
\begin{equation*}
U_{i j t}=V\left(X_{i j} ; \beta_{i}\right)+\varepsilon_{i j t}, i=1, \ldots, N ; j=0, \ldots, J ; t=1, \ldots, T \tag{1}
\end{equation*}
$$

where $V$ represents the observable portion of utility, and from the perspective of the researcher, $\varepsilon_{i j t}$, represents the unobservable portion of utility. A mixed logit model is defined as the integration of the logit formula over the distribution of unobserved random parameters (Revelt and Train, 1998). If the random parameters, $\beta_{i}$, were known then the probability of observing individual $i$ choosing alternative $j$ on choice occasion $t$ would follow the standard logit form

$$
\begin{equation*}
L_{i j t}\left(\beta_{i}\right)=\frac{\exp \left(V_{i j t}\left(\beta_{i}\right)\right)}{\sum_{k=0}^{J} \exp \left[V_{i j t}\left(\beta_{i}\right)\right]} . \tag{2}
\end{equation*}
$$

Since the $\beta_{i}$ 's are unknown, the corresponding unconditional probability, $P_{i j t}(\theta)$, is obtained by integrating over an assumed probability density function for the $\beta_{i}{ }^{\prime} s$. The unconditional probability is now a function of $\theta$, where $\theta$ represents the estimated moments of the random parameters. This repeated Mixed Logit model assumes the random parameters are i.i.d. distributed over the individuals so that

$$
\begin{equation*}
P_{i j t}=\int L_{i j t}(\beta) f(\beta \mid \theta) d \beta \tag{3}
\end{equation*}
$$

No closed form solution exists for this unconditional probability and therefore simulation is required for the maximum likelihood estimates of $\theta .^{6,7}$

Following Herriges and Phaneuf (2002), a dummy variable, $D_{j}$, is included which equals one for all of the one through $J$ recreation alternatives and equals zero for the stay-athome option $(j=0)$. Including the stay-at-home option allows a complete set of choices, including in the population those individuals who always "stay at home" on every choice occasion and do not visit any of the sites. It is convenient to partition the individual's utility into the stay-at-home option or choosing one of the $J$ sites

$$
U_{i j t}=\left\{\begin{array}{l}
\beta^{z^{\prime}} z_{i}+\varepsilon_{i 0 t}  \tag{4}\\
\beta_{i}^{\prime} x_{i j}+\alpha_{i}+\varepsilon_{i j t}, \quad j=1, \ldots, J
\end{array}\right.
$$

where $\alpha_{i}$ is the random parameter on the dummy variable, $D_{j}$, which does not appear since it equals one for $j=1, \ldots, J$ and zero for $j=0$. The vector $z_{i}$ contains socio-demographic data such as income and age, and $x_{i j}$ represents the site characteristics that vary across the

[^16]lakes including attributes such as facilities at the lake as well as water quality measures. Notice the parameters associated with the socio-demographic data are not random as this information does not vary across the sites. ${ }^{8}$

The random coefficient vectors for each individual, $\beta_{i}$ and $\alpha_{i}$, can be expressed as the sum of population means, $b$ and $a$, and individual deviation from the means, $\delta_{i}$ and $\gamma_{i}$, which represents the individual's tastes relative to the average tastes in the population (Train, 1998). Therefore redefine

$$
\begin{gather*}
\beta_{i}^{\prime} x_{i j}=b^{\prime} x_{i j}+\delta_{i}^{\prime} x_{i j}  \tag{5}\\
\alpha_{i}=a+\gamma_{i} \tag{6}
\end{gather*}
$$

and then the partitioned utility is

$$
U_{i j t}=\left\{\begin{array}{l}
\beta^{z^{\prime}} z_{i}+\eta_{i 0 t}  \tag{7}\\
b^{\prime} x_{i j}+a+\eta_{i j t}, \quad j=1, \ldots, J
\end{array}\right.
$$

where

$$
\eta_{i j t}=\left\{\begin{array}{lr}
\varepsilon_{i 0 t} & i=1, \ldots, N ; t=1, \ldots, T  \tag{8}\\
\delta_{i}^{\prime} x_{i j}+\gamma_{i}+\varepsilon_{i j t} & j=1, \ldots, J ; i=1, \ldots, N ; t=1, \ldots, T
\end{array}\right.
$$

is the unobserved portion of utility. This unobserved portion is correlated over sites and trips due to the common influence of the terms, $\delta_{i}^{\prime}$ and $\gamma_{i}$ which vary over individuals. For example, an individual who chooses the stay-at-home option for all choice occasions would have a negative deviation from $a$, the mean of $\alpha_{i}$, while someone who takes many trips would have a positive deviation from $a$, allowing the marginal effect to vary across individuals. However the parameters do not vary over sites or choice occasions; thus, the

[^17]same preferences are used by the individual to evaluate each site at each time period. Since the unobserved potion of utility is correlated over sites and trips, the familiar IIA assumption does not apply for mixed logit models.

## III. Data

The random population sample was obtained from a mail survey sent to 8,000 Iowans in November of 2002. ${ }^{9}$ The survey collected trip data for 2001 and 2002 actual trips to 129 lakes as well as anticipated trips for the 2003 season. Of the 8,000 mailed surveys, 882 were undeliverable. A total of 4,423 surveys were returned resulting in a $62 \%$ response rate.

The final sample of 3,859 individuals was obtained as follows. Those individuals who returned the survey from out of state were excluded ( 38 observations). It is impossible to know if these respondents have permanently left the state or reside elsewhere for part of the year. They are excluded since their travel cost calculations could be unrealistically high. Also, those individuals who did not complete the trip questions or did not give a number (i.e. they put a check mark) were excluded (224 observations). Lastly, anyone reporting more than 52 total single day trips to the 129 lakes were excluded ( 133 observations). Only single day trips are included to avoid the complexity of modeling multiple day visits. Defining the number of choice occasions as 52 , allows one trip to one of the 129 Iowa lakes per week. The choice of 52 is arbitrary, but it seems a reasonable cut-off for the total number of allowable single day trips for the season. Invariably some of the respondents who recorded trips greater than 52 did in fact take this number, but since this survey was randomly sent out to Iowans, some of the recipients live on a lake, and it may be those individuals who record

[^18]hundreds of "trips" simply by returning to their residency. The choice of 52 eliminated about $3 \%$ of the returned surveys. ${ }^{10}$

Due to the large number of respondents, we randomly divide the sample into three segments; specification, estimation, and prediction portions. The analysis reported here comes from the specification stage using 1,286 observations. Once the estimation stage is reached the results will be free from any form of pretest bias and the standard errors will be unbiased by the extensive specification search.

## IV. Model Application

Respondent's attitudes regarding lake quality as well as socio-demographic data were solicited in the survey instrument. ${ }^{11}$ One question asked the respondents to rank, using a total of 100 points, which factors were most important in choosing a lake for recreation. The top three choices were water quality ( 33 points), proximity ( 22 points) and park facilities (18 points); all characteristics included in our model. The next largest category was "location of friends/relatives" at 11 importance points. This category, along with the other 17 importance points not mentioned, are not possible to be included in this analysis and will be relegated to the error term. However $72 \%$ of the importance points are captured with water quality being the most important, indicating that the respondents do consider the water quality of the lake when making their recreation decisions.

We model the utility individual $i$ receives from choosing lake $j$ on choice occasion $t$ as

[^19]\[

U_{i j t}=\left\{$$
\begin{array}{l}
\beta^{z^{\prime}} z_{i}+\varepsilon_{i 0 t}  \tag{9}\\
-\beta^{p} P_{i j}+\beta^{q} Q_{j}+\beta_{i}^{a^{\prime}} A_{j}+\alpha_{i}+\varepsilon_{i j t}, \quad j=1, \ldots, J
\end{array}
$$\right.
\]

where $z_{i}$ is the socio-demographic data summarized in table $1, P_{i j}$ is the travel cost from each Iowan's residency to each of the 129 lakes, as calculated with PCMiler. ${ }^{12}$ One component of the price is the out-of-pocket cost computed as the roundtrip travel distance multiplied by $\$ 0.25$ per mile. The other component is the opportunity cost of time calculated as one-third the estimated roundtrip travel time multiplied by the respondents wage rate (calculated as the respondents reported income divided by 2000). The vector $Q_{j}$ denotes the physical water quality measures collected by John Downing's team and $A_{j}$ represents the attributes of the lake. As shown in equation (9), notice that the parameters on the lake attributes and the dummy variable, $D_{j}$, are random. These six variables are assumed to be independently normally distributed with the mean and dispersion of each variable estimated.

Table 1 lists the summary statistics for trips and the socio-demographic data. The average number of total single day trips for all 129 lakes is 6.68 varying from some respondents taking zero trips and others taking 52 trips. The survey respondents are more likely to be older, male, have a higher income, and more educated than the general population, but this overrepresentation is less severe than in the first essay of this dissertation when the sample was collected on-site. Schooling is entered as a dummy variable equaling one if the individual has attended or completed some level of post high school education.

[^20]The summary statistics for trips, the physical water quality measures, and the lake attributes are listed in table 2. The sample size is the 129 lakes. The average trips per lake is 0.05 with the maximum value equaling 0.50 . Since there are about 1.2 million households in Iowa this means that the average lake receives about 60,000 trips annually and the highest visited lake, Saylorville Lake, receives about 600,000 annual trips. The average price of a recreational trip to a lake is $\$ 135.79$, although more meaningfully the average price of a lake visited is $\$ 85.09$. The lakes in the corner of the state will have higher average travel costs as most of the state residents would have to travel further to get there. The size of the lakes varies considerably from 10 acres to 19,000 acres. Thus, the $\log$ of acres is used in the estimation.

Table 1. Socio-demographic Summary Statistics

| Variable | Mean | Std. Dev. | Minimum | Maximum |
| :---: | :---: | :---: | :---: | :---: |
| Total Day Trips | 6.68 | 10.46 | 0 | 52 |
| Income | \$56,140.52 | \$37,436.48 | \$7,500 | \$200,000 |
| Male | 0.67 | 0.46 | 0 | 1 |
| Age | 53.36 | 16.47 | 15 | 82 |
| School | 0.66 | 0.47 | 0 | 1 |
| Household Size | 2.61 | 1.32 | 1 | 12 |

Sample Size $=1,286$ individuals

Four dummy variables are included to capture different amenities at each lake. The first is a "ramp" dummy variable which equals one if the lake has a cement ramp as opposed to a gravel ramp or no boat ramp at all. The second is a "wake" dummy variable which equals one if wakes are allowed and zero otherwise. About $66 \%$ of the lakes allow wakes and therefore $34 \%$ of lakes are "no wake" lakes. The "state park" dummy variable equals one if the lake is located in a state park, true for $38.8 \%$ of the lakes. The last dummy variable
is the "facilities" dummy variable. This information, as the rest of the dummy variables, was taken from the "Fishing Guide For Iowa Lakes" published by the Iowa Department of Natural Resources. This report divides all Iowa Lakes into those with "accessible facilities" and those without. Accessible facilities include things like restrooms, picnic tables, or vending machines. A concern may be that facilities would be strongly correlated with the state park dummy variable. It turns out there is enough variation between the two to warrant including both. 50 lakes are located in state parks and 50 lakes have accessible facilities, but only 26 of these 50 lakes have both.

Table 2. Lake Characteristics \& Water Quality Summary Statistics

| Variable | Mean | Std. Dev. | Minimum | Maximum |
| :---: | :---: | :---: | :---: | :---: |
| Avg. Trips per Lake | 0.052 | 0.08 | 0 | 0.504 |
| Price | 135.79 | 29.47 | 94.12 | 239.30 |
| Acres | 672.20 | 2,120.30 | 10 | 19,000 |
| Log (Acres) | 4.81 | 1.69 | 2.30 | 9.85 |
| Ramp | 0.86 | 0.35 | 0 | 1 |
| Wake | 0.66 | 0.47 | 0 | 1 |
| State Park | 0.39 | 0.49 | 0 | 1 |
| Facilities | 0.39 | 0.49 | 0 | 1 |
| Secchi Depth (m) | 1.17 | 0.92 | 0.09 | 5.67 |
| Chlorophyll (ug/l) | 40.93 | 38.02 | 2.45 | 182.92 |
| $\mathrm{NH}_{3}+\mathrm{NH}_{4}(\mathrm{ug} / \mathrm{l})$ | 292.15 | 158.57 | 72 | 955.34 |
| $\mathrm{NO}_{3}+\mathrm{NO}_{2}(\mathrm{mg} / \mathrm{l})$ | 1.20 | 2.54 | 0.07 | 14.13 |
| Total Nitrogen (mg/l) | 2.20 | 2.52 | 0.55 | 13.37 |
| Total Phosphorus (ug/l) | 105.65 | 80.61 | 17.10 | 452.55 |
| Silicon (mg/l) | 4.56 | 3.24 | 0.95 | 16.31 |
| pH | 8.50 | 0.33 | 7.76 | 10.03 |
| Alkalinity (mg/l) | 141.80 | 40.98 | 73.83 | 286.17 |
| Inorganic SS (mg/l) | 9.43 | 17.87 | 0.57 | 177.60 |
| Volatile SS (mg/l) | 9.35 | 7.93 | 1.64 | 49.87 |

Sample Size=129 lakes

This analysis includes several physical water quality measures collected by John Downing and his team. Table 2 lists the included physical water quality measures. Chlorophyll is an indicator of plant biomass or algae and leads to greenness in the water. Three nitrogen levels are included, with the $\mathrm{NH}_{3}+\mathrm{NH}_{4}$ measuring particular types of nitrogen such as ammonia which can be toxic. $\mathrm{NO}_{3}+\mathrm{NO}_{2}$ measures the nitrates in the water, and lastly total nitrogen is included in units of milligrams per liter. Total phosphorous is usually the principal limiting nutrient in Iowa lakes, meaning it most likely determines algae growth. Silicon is important to diatoms which extract it from the water to use as a component of their cell walls. Diatoms, in turn, are a key food source for marine organisms. The acidity of the water is measured by " pH " with levels below 6 or above 8 indicating unhealthy lakes. As table 2 notes, all of the pH levels in this sample are tightly dispersed between 7.3 and 10 . This term is included as a quadratic variable to reflect that low or high values are detrimental to water quality, but since no low values are observed, a different functional form for pH may be more appropriate. Alkalinity is the concentration of calcium or calcium carbonate in the water. Plants need carbon to grow and all carbon comes from alkalinity, therefore alkalinity is an indication of the abundance of plant life. ISS is the inorganic suspended solids, basically soil and silt in the water due to erosion. VSS, is volatile or organic suspended solids, both measures that will decrease clarity in the water.

EPA's, "Nutrient Criteria Technical Guidance Manual (2000)," states the four paramount variables for nutrient criteria are total phosphorus, total nitrogen, chlorophyll, and Secchi depth. Downing considers inorganic suspended solids and organic suspended solids to be crucial indicators as well. For these reasons, model A, contains this set of six physical water quality measures. A second model, model B , includes the complete list of eleven water
quality measures. Estimating two models allows us to observe the stability of the parameters across different specifications.

Now turning to the levels of the physical water quality measures, it is evident that considerable variation is present across the lakes. For example, secchi depth varies from a low of 0.09 meters to a high of 5.67 meters and total phosphorus varies from $17 \mathrm{ug} / \mathrm{L}$ to 453 , some of the highest concentrations in the world according to Downing. All of the physical water quality measures are the average values for the 2002 season. Samples were taken from each lake three times throughout the year, in Spring/early Summer, mid-Summer, and late Summer/Fall to include seasonal variation. ${ }^{13}$

## V. Results

The results for Model A and B are divided into two tables, 3a and 3b. For both models, the coefficients for the socio-demographic data, price, and the random coefficients on the amenities and $\alpha$ are given in table 3a. Table 3 b lists the coefficients for the physical water quality measures for both models. All of the coefficients are significant at the $1 \%$ level except for a few of the socio-demographic data. For model B, with eleven physical water quality measures, only the "male" dummy variable is not significant. In Model A , income, household size, and the quadratic term on age are insignificant. Note that the sociodemographic data was included in the conditional indirect utility for the stay-at-home option. Therefore, the negative income coefficient indicates that as income rises the respondents are less likely to stay at home and more likely to visit a lake (i.e. lake visits are a normal good). Males, higher educated, and larger households are all more likely to take a trip to a lake.

[^21]Unlike the models in the first essay in this dissertation, age has a convex relationship with the stay-at-home option and therefore a concave relationship with trips. For Model B, the peak occurs at about age 37, which is consistent with the estimate of larger households taking more trips, as at this age the household is more likely to include children.

Table 3a. Repeated Mixed Logit Estimates (Standard Errors in Parentheses) ${ }^{\text {a }}$

| Parameter | Model A: 6 Physical WQ Measures |  | Model B: 11 Physical WQ Measures |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Mean | Dispersion | Mean | Dispersion |
| Income | $\begin{gathered} -0.008 \\ (.007) \end{gathered}$ |  | $\begin{gathered} -0.12^{*} \\ (0.007) \end{gathered}$ |  |
| Male | $\begin{aligned} & -4.98^{*} \\ & (0.42) \end{aligned}$ |  | $\begin{gathered} -0.31 \\ (0.42) \end{gathered}$ |  |
| Age | $\begin{aligned} & -0.24^{*} \\ & (0.07) \end{aligned}$ |  | $\begin{gathered} -0.58^{*} \\ (0.08) \end{gathered}$ |  |
| Age ${ }^{2}$ | $\begin{gathered} 0.0001 \\ (0.00006) \end{gathered}$ |  | $\begin{gathered} 0.0078^{*} \\ (0.0007) \end{gathered}$ |  |
| School | $\begin{aligned} & -4.45^{*} \\ & (0.40) \end{aligned}$ |  | $\begin{aligned} & -3.44^{*} \\ & (0.40) \end{aligned}$ |  |
| Household | $\begin{gathered} -0.41 \\ (0.17) \end{gathered}$ |  | $\begin{aligned} & -1.24^{*} \\ & (0.17) \end{aligned}$ |  |
| Price | $\begin{gathered} -0.17^{*} \\ (0.0006) \end{gathered}$ |  | $\begin{gathered} -0.17^{*} \\ (0.0007) \end{gathered}$ |  |
| Log(Acres) | $\begin{gathered} 4.60^{*} \\ (0.064) \end{gathered}$ | $\begin{gathered} 3.81^{*} \\ (0.057) \end{gathered}$ | $\begin{gathered} 5.13^{*} \\ (0.067) \end{gathered}$ | $\begin{gathered} 4.05^{*} \\ (0.06) \end{gathered}$ |
| Ramp | $\begin{aligned} & 11.60^{*} \\ & (0.78) \end{aligned}$ | $\begin{aligned} & 17.85^{*} \\ & (0.51) \end{aligned}$ | $\begin{aligned} & 14.87^{*} \\ & (0.89) \end{aligned}$ | $\begin{aligned} & 18.79^{*} \\ & (0.59) \end{aligned}$ |
| Facilities | $\begin{gathered} 1.18^{*} \\ (0.26) \end{gathered}$ | $\begin{aligned} & 18.09^{*} \\ & (0.28) \end{aligned}$ | $\begin{gathered} 3.54^{*} \\ (0.24) \end{gathered}$ | $\begin{aligned} & 16.78^{*} \\ & (0.25) \end{aligned}$ |
| State Park | $\begin{gathered} 8.00^{*} \\ (0.26) \end{gathered}$ | $\begin{aligned} & 15.15^{*} \\ & (0.27) \end{aligned}$ | $\begin{gathered} 6.67^{*} \\ (0.24) \end{gathered}$ | $\begin{aligned} & 13.99^{*} \\ & (0.27) \end{aligned}$ |
| Wake | $\begin{gathered} 2.76^{*} \\ (0.30) \end{gathered}$ | $\begin{aligned} & 15.81^{*} \\ & (0.33) \end{aligned}$ | $\begin{aligned} & -1.64^{*} \\ & (0.30) \end{aligned}$ | $\begin{aligned} & 15.57^{*} \\ & (0.29) \end{aligned}$ |
| $\alpha$ | $\begin{aligned} & -8.97^{*} \\ & (0.05) \end{aligned}$ | $\begin{gathered} 3.01^{*} \\ (0.04) \\ \hline \end{gathered}$ | $\begin{aligned} & -9.19^{*} \\ & (0.05) \\ & \hline \end{aligned}$ | $\begin{gathered} 3.12^{*} \\ (0.04) \end{gathered}$ |

[^22]The price coefficient is negative as expected and identical in both models. Now turning to the amenities parameters, again all of the parameters are of the expected sign. As the size of a lake increases, has a cement boat ramp, gains accessible facilities, or is in a state park, on average leads to increased trips. Notice however the large dispersion estimates. For example, in model A the dispersion on the size of the lake indicates $11.1 \%$ of the population prefers a smaller lake, possibly someone who enjoys a more private experience. The large dispersion on the "wake" dummy variable seems particularly appropriate given the potentially conflicting interests of anglers and recreational boaters. Anglers would possibly prefer "no wake" lakes and recreational boaters would obviously prefer lakes that allow wakes. It seems the population is almost evenly split with $56.9 \%$ preferring a lake that allows wakes and $43.1 \%$ preferring a "no wake" lake. Lastly, the mean of $\alpha_{i}$ is negative indicating that on average the respondents receive higher utility from staying at home, which is not surprising considering the average number of trips is 6.7 out of a possible 52 choice occasions.

The physical water quality coefficients are relatively stable across the two models (table 3b). The only parameter to change qualitatively is total nitrogen. In the model with six included water quality measures, total nitrogen is positive. Downing explains that this is to be expected, given the negative sign on total phosphorus. ${ }^{14}$ With such large amounts of phosphorus in the water, more nitrogen can actually be beneficial by allowing a more normal phosphorus to nitrogen ratio. If the ratio becomes too imbalanced more problematic bluegreen algae blooms become dominant. Total nitrogen is negative in model B , but two other

[^23]forms of nitrogen are included with the nitrates form $\left(\mathrm{NO}_{3}+\mathrm{NO}_{2}\right)$ being positive, possibly for the same reason as just discussed.

Table 3b. Repeated Mixed Logit Estimates (Standard Errors in Parentheses) ${ }^{2}$

| Parameter | Model A: 6 Physical WQ Measures | Model B: 11 Physical WQ Measures |
| :---: | :---: | :---: |
| Secchi Depth | $\begin{gathered} 0.78^{*} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.84^{*} \\ (0.07) \end{gathered}$ |
| Chlorophyll | $\begin{aligned} & 0.054^{*} \\ & (0.03) \end{aligned}$ | $\begin{gathered} 0.06^{*} \\ (0.003) \end{gathered}$ |
| $\mathrm{NH}_{3}+\mathrm{NH}_{4}$ |  | $\begin{gathered} -0.002^{*} \\ (0.0006) \end{gathered}$ |
| $\mathrm{NO}_{3}+\mathrm{NO}_{2}$ |  | $\begin{gathered} 3.16^{*} \\ (0.19) \end{gathered}$ |
| Total Nitrogen | $\begin{gathered} 0.31^{*} \\ (0.01) \end{gathered}$ | $\begin{gathered} -3.21^{*} \\ (0.19) \end{gathered}$ |
| Total Phosphorus | $\begin{gathered} -0.0033^{*} \\ (0.001) \end{gathered}$ | $\begin{aligned} & -0.016^{*} \\ & (0.001) \end{aligned}$ |
| Silicon |  | $\begin{gathered} 0.81^{*} \\ (0.02) \end{gathered}$ |
| pH |  | $\begin{gathered} -136.72^{*} \\ (5.83) \end{gathered}$ |
| $\mathrm{pH}^{2}$ |  | $\begin{aligned} & 8.35^{*} \\ & (0.34) \end{aligned}$ |
| Alkalinity |  | $\begin{aligned} & 0.038^{*} \\ & (0.002) \end{aligned}$ |
| Inorganic SS | $\begin{aligned} & -0.010^{*} \\ & (0.008) \end{aligned}$ | $\begin{gathered} -0.089 * \\ (0.009) \end{gathered}$ |
| Volatile SS | $\begin{aligned} & -0.18^{*} \\ & (0.01) \end{aligned}$ | $\begin{aligned} & -0.28^{*} \\ & (0.02) \end{aligned}$ |
| LogLik | -47,740.38 | -47,494.17 |

[^24]For both models A and B, secchi depth is positive and the suspended solids, both organic and inorganic (volatile), are negative, indicating the respondents strongly value water clarity. However the coefficient on chlorophyll is positive suggesting respondents do not mind some variation of green water. Higher alkalinity acts as a buffering capacity on how much acidity the water can withstand before deteriorating. Therefore, a positive coefficient is consistent with expectations as all of the lakes in the sample are acidic (i.e. pH greater than 7). Silicon is important for diatoms, which in turn are an important food source for marine organisms and therefore a positive coefficient on silicon was expected.

Model B, using eleven physical water quality measures, has pH entered quadratically, as suggested by Downing, reflecting that low or high pH levels are signs of poor water quality. However, in our sample of lakes, all of the pH values are normal or high. The coefficients for pH show a convex relationship (the minimum is reached at a pH of 8.2) to trips, indicating that as the pH level rises above 8.2, trips are predicted to increase. This is opposite of what we expected and further specifications, in consultation with Prof. Downing, will consider this fact.

## VI. Water Quality Scenarios

Given the random parameters, $\beta_{i}$, the conditional compensating variation associated with a change in water quality from $Q^{\prime}$ to $\mathrm{Q}^{\prime \prime}$ for individual $i$ on choice occasion $t$ is

$$
\begin{equation*}
C V_{i t}\left(\beta_{i}\right)=\frac{-1}{\beta^{p}}\left\{\ln \left[\sum_{j=0}^{J} \exp \left(V_{i j t}\left(Q^{\prime \prime} ; \beta_{i}\right)\right)\right]-\ln \left[\sum_{j=0}^{J} \exp \left(V_{i j t}\left(Q^{\prime} ; \beta_{i}\right)\right)\right]\right\}, \tag{10}
\end{equation*}
$$

which is the compensating variation for the standard logit model. The unconditional compensating variation does not have a closed form, but it can be simulated by

$$
\begin{equation*}
C V_{i t}=\frac{1}{R} \sum_{r=1}^{R}\left\{\frac{-1}{\beta^{p}}\left\{\ln \left[\sum_{j=0}^{J} \exp \left(V_{i j t}\left(Q^{\prime \prime} ; \beta_{i}^{r}\right)\right)\right]-\ln \left[\sum_{j=0}^{J} \exp \left(V_{i j t}\left(Q^{\prime} ; \beta_{i}^{r}\right)\right)\right]\right\}\right\}, \tag{11}
\end{equation*}
$$

where $R$ is the number of draws and $r$ represents a particular draw of $\beta_{i}$ from its distribution. The simulation process involves drawing values of $\beta_{i}$ and then calculating the resulting compensating variation for each vector of draws, and finally averaging over the results for many draws. Following Von Haefen (2003), 2,500 draws were used in the simulation.

Three water quality improvement scenarios are considered with the results from Model A used for all the scenarios. The first scenario improves all 129 lakes to the physical water quality of West Okoboji Lake, the cleanest lake in the state. Table 4 compares the physical water quality of West Okoboji Lake with the average of the other 128 lakes. All of West Okoboji Lake's measures are considerably improved over the other 128. For example, West Okoboji Lake has slightly over 5 times the water clarity, measured by secchi depth, of the other lakes. Given such a large change, the annual compensating variation estimates of $\$ 208.68$ for every Iowa household seems reasonable (table 6). Aggregating to the annual value for all lowans simply involves multiplying by the number of households in Iowa which is $1,153,205 .{ }^{15}$ Table 6 also reports the average predicted trips before and after the water quality improvement. Improving all 129 lakes to the physical water quality of West Okoboji Lake leads to a reasonable $14.1 \%$ increase in average trips. As expected, the predicted trips to West Okoboji Lake fall by $19.8 \%$ from 0.39 average trips per Iowa household to 0.31 . Iowans can now choose the nearest lake with the attributes they prefer, instead of traveling further to West Okoboji Lake.

[^25]Table 4. West Okoboji Lake vs. the other lakes

|  | $\frac{\text { West Okoboji }}{\text { Lake }}$ | Averages of the other 128 Lakes | Averages of the Nine Zone Lakes |
| :---: | :---: | :---: | :---: |
| Secchi Dish (m) | 5.67 | 1.13 | 1.23 |
| Chlorophyll (ug/l) | 2.63 | 41.29 | 40.13 |
| Total Nitrogen (mg/l) | 0.86 | 2.22 | 3.64 |
| Total Phosphorous (ug/l) | 21.28 | 106.03 | 91.11 |
| Inorganic Suspended Solids (mg/l) | 1.00 | 9.49 | 9.52 |
| Volatile Suspended Solids (mg/l) | 1.79 | 9.43 | 8.42 |

The next scenario is a less ambitious, more realistic plan of improving nine lakes to the water quality of West Okoboji Lake (see table 4 for comparison). The state is divided into nine zones with one lake in each zone. Then every Iowan will be within a couple of hours of a lake with superior water quality. The nine lakes were chosen based on recommendations by the Iowa Department of Natural Resources for possible candidates of a clean-up project. The annual compensating variation estimate is $\$ 39.71$ for each Iowa household. As expected, this estimate is $19.0 \%$ of the value if all lakes were improved, even though the scenario involves improving only $7.0 \%$ of the lakes. This suggests location of the improved lakes is important and to maximize Iowan's benefit from improving a few lakes, policymakers should consider dispersing them throughout the state.

Table 5. Rathbun Lake vs. the 31 impaired Lakes

|  |  |  | Averages of the <br> Rathbun Lake |
| :---: | :---: | :---: | :---: |
| 31 Impaired Lakes |  |  |  |

The last scenario is also a policy oriented improvement. Currently of the 129 lakes, 31 are officially listed on the EPA's impaired waters list. TMDL's are being developed for these lakes and by 2009 the plans must be in place to improve the water quality at these lakes enough to remove them from the list. Therefore, in this scenario the 31 impaired lakes are improved to the physical water quality level of Rathbun Lake, which is just above the threshold of the criteria for listing as impaired. Table 5 compares Rathbun Lake to the averages of the 31 impaired lakes. The table indicates Rathbun Lake seems an appropriate choice with physical water quality measures higher than the averages of the 31 impaired lakes, but much below those of West Okoboji Lake. This scenario is valued considerably lower than the first two water quality improvement scenarios. The estimated compensating variation per Iowa household is $\$ 4.87$. Consistent with this, the predicted trips only increase $0.3 \%$ over the predicted trips with no improvement in water quality.

Table 6. Annual Compensating Variation Estimates using Model A

|  | All 129 Lakes <br> Improved to W. Okb. | 9 Zonal Lakes <br> Improved to W. Okb. | 31 Impaired Lakes <br> Improved to Rathbun |
| :--- | :---: | :---: | :---: | :---: |
| per choice occasion | $\$ 4.01$ | $\$ 0.76$ | $\$ 0.09$ |
| per Iowa household | $\$ 208.68$ | $\$ 39.71$ | $\$ 4.87$ |
| for all Iowa <br> households | $\$ 240,649,000$ | $\$ 45,788,092$ | $\$ 5,612,219$ |
| Predicted Trips <br> $(9.80$ with current <br> water quality $)$ | 11.18 | 10.06 | 9.83 |

A reasonable conclusion is Iowan's have an abundance of lakes at this threshold level, and bringing the low quality lakes up to this level is not much of a benefit. For comparison, the average value from the nine zonal lakes improved to West Okoboji Lake
equals $\$ 5,087,566$ per lake. Therefore, Iowans value about equally one of these nine lakes improved to the superior water quality of West Okoboji Lake over improving 31 lakes to the threshold level of impairment.

## VII. Further Research

The large data set allows the methodology of randomly segmenting the sample into specification, estimation, and prediction portions as discussed in Creel and Loomis (1990). The next step will be to complete the specification stage. Some variations include allowing more parameters to be random and entering the log of the physical water quality measures. This research will involve close collaboration with Prof. Downing to insure accurate inclusion of the physical water quality variables, reflecting limnologist's views of this data.

Following completion of the specification stage, the model will be estimated on onethird the data reserved for this purpose. At that point confidence intervals will be constructed for the compensating variation estimates. The confidence intervals as well as the standard errors of the parameters will then be free from any biases due to the specification search. The final step will be out of sample prediction using the final one-third of the data.

Unfortunately, it appears we will not be able to include any information on which of the 129 lakes are good fishing destinations. In personal communication with Jeff Kopaska, from the Iowa Fisheries Bureau, creel surveys are only available for less than $10 \%$ of the lakes and even that information is dated. Due to budget cuts no further creel surveys are planned. However, Jeff Kopaska was optimistic in a couple of years the biology division may have fishing data on all 129 lakes that could be included as explanatory variables. This data is untimely for this analysis, but future work may be able to incorporate it.

## VIII. Conclusions

The first year survey of the Iowa Lakes Project gathered recreation behavior to 129 of Iowa's principal lakes. This data was combined with extensive physical water quality measures from the same set of lakes gathered by the Iowa State University Limnology Lab. Our analysis employing the repeated mixed logit framework, shows individuals are responsive to physical water quality measures and it is possible to base willingness to pay calculations on improvements in these physical measures. In particular we considered three improvement scenarios, with the results suggesting Iowans more highly value a few lakes with superior water quality rather than all recreational lakes at an adequate level, as determined by being listed as an impaired lake by the Environmental Protection Agency.

A number of important practical findings come directly from this work. Limnologists and other water quality researchers should be interested in the results of this paper, since the general belief is that visitors care about water clarity as measured by secchi depth (how many meters beneath the surface of the water a secchi dish is visible) or water quality in general. However, as stated by Feather and Hellerstein, this link has yet to be demonstrated at least at the individual lake level as done here. By estimating the partial effects of a list of physical measures, we have determined which significantly affect recreationist's behavior. Limnologists and water resource managers can then use this information about what physical lake attributes visitor's trip behavior responds to in designing projects for water quality improvements. Our results indicate water clarity is very important as evidenced by the secchi dish and suspended solids parameters. Also, nutrients in general are found to decrease recreation trips.

The findings from this study also have direct relevance for environmental protection managers and citizens concerned with the water quality in that they can be used to prioritize clean-up activities to generate the greatest recreation benefits for a given expenditure. Not only can the findings be used to determine which lakes and in what order to clean them, but also the most efficient levels of improvement.
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## CHAPTER 5. GENERAL CONCLUSIONS

## I. General Discussion

The first two essays contribute to the recreation demand literature by extending existing models to correct for on-site sampling. The first essay analyzes individual panel data corrected for on-site sampling, and the second essay corrects for on-site sampling when contingent valuation data is jointly modeled with observed and contingent data.

The individual panel data set used in the first essay includes observed behavior trips and contingent behavior trips, contingent on price changes, asked in an intercept survey at Clear Lake in northcentral Iowa. A multivariate mixed Poisson regression model is used to analyze the panel data with a more flexible log-normal distribution used as the mixing distribution, instead of the standard gamma distribution. Using a count data model, the multivariate correction for on-site sampling is a straightforward extension of Shaw's (1988) univariate correction. This essay shows the importance of correcting for on-site sampling, as the adjusted average fitted observed trips and contingent trips decrease by a factor of eleven, resulting in considerably lower annual consumer surplus estimates.

The second essay considers correcting contingent valuation data for on-site sampling. The only way to do this is to jointly model the contingent valuation data with the observed trips which are directly truncated and endogenously stratified due to being collected on-site. This essay extends Huang, Haab, and Whitehead's (1997) analysis by correcting their joint model for on-site sampling. Unfortunately, the Clear Lake data set is not well-suited for this model and future research should consider more flexible functional forms.

The final essay uses two extensive data sets, one economic (4,500 Iowan's trip behavior to 129 of Iowa's principal lakes in 2002), and one ecological (14 physical water
quality measures for the 129 Iowa lakes for 2002). The economic data set is from a random population sample sent to 8,000 Iowan's. This essay analyzes Iowan's responsiveness to variation in physical water quality measures. A repeated mixed logit model is employed estimating two models, one with the six most important physical water quality measures included as explanatory variables and one with the full list of physical water quality measures. Both show robust results that Iowan's do consider the physical condition of the lake water when choosing which lakes to visit. In particular, decreased water clarity and increased nutrient concentrations lead to fewer trips.

Lastly, three welfare scenarios were calculated the first improving all 129 principal lakes to a high level of water quality, the second improving nine lakes from around the state to the same high level of water quality, and the last welfare scenario considered improving the impaired lakes (as determined by being listed on the impaired waters listed filed with the EPA) enough to remove them from the impaired waters list. The results indicate Iowan's highly value water quality improvement, but with limited resources, they would prefer a few more lakes with superior water quality over all of the impaired lakes being adequately cleaned.

Further research will continue to determine which lakes, in what order, and to what level of clean-up will generate the greatest benefits for a given expenditure. In addition, once total maximum daily load targets are available for the nutrients, the value of achieving the targets can be estimated and ranked; another advantage of estimating welfare values based on physical water quality measures.

## II. References

Shaw, D. (1988). "On-site Samples' Regression: Problems of Non-Negative Integers, Truncation, and Endogenous Stratification." Journal of Econometrics 37: 211-23.

Huang, J., T. Haab, and J. Whitehead. 1997. "Willingness to Pay for Quality Improvements: Should Revealed and Stated Preference Data be Combined?" Journal of Environmental Economics and Management 34(3) (November): 240-55.

## APPENDIX 1. CLEAR LAKE SURVEY


$\mathrm{I}_{\text {NTHIS first section we woundire to ask you about }}$ how you and otber merabers of your houschold use the body of water known as Clear Lake.

1. For each of the time period, bited below, plewe incticute how often you or other members of your houschold visited the labe

## Thme Poriod

Nowember 1999 through Pebruary 2000
Merch 2000 throught Miy 2000
June 2000 wrouph Angum 2000
Sepoestaber 2000 throwith Ocxober 2000 Twen
2. How many of there vimits lested longer than a mongle day? $\qquad$
S. In how mmay of the puat five years did you visit the lake? $\qquad$
4. Thinking about the pait year, while you were visiting Clear lake, what percennge of your time did you spend:

| Aotivity | Fercentage |
| :---: | :---: |
| Fixime | 8/4 |
| Suilug | 4 |
| Recreationd boating fouter cliting, power boaving jot liliongetey) | \% |
| 5 wimmin/feach ure | $\%$ |
| Neturt mprecimion/viewing | 4 |
| Snowmabiling und oher winter recration | \% |
| Cumpios | \% |
| Picaicting | \% |
| Other | 4 |

5. Duning the time period of November 1999 through October 2000 bow rancy withe so the following lakes or reservoirs did you rate?

6. Suppone thant the price of vieting Clear Lakx increasel by $\$ 10$ per wip (dace for example to gia pricen, user foce, of equponent conta) How many times would you vidit next pear?
```
How many timet would you vist neat year?
```

Now mupase that the price of Clear Late increates by $\$ 35$ per trip.
$\qquad$
On a typiral vint to Clear Late, how meuch money do you spend in or near the town of Clen labe?

ROIIOWTNG SECTIONS WE WII ASK YOU SOME Quts tons about poterial changes to the water quality of Clear Lake during the com-
 questions that follow:

## Clear Lake's <br> Current Condition

The quality of a like can be deacribed in many wayn. One mearure of The quality of a like can be dawribed in many wayy. One meanure of water quadity is the ctarity of the lake waier. Water derily is usially de-
 This mesra that objecte are only visithe down to about cone foot unckr
 1953 was aboun ten feet.

Anotber meanure of water quality it the monount of rutriends and oher sabrancea consained in the water. Wazer qualiry degradmion con

 of algee blooms in the lake, usually 10012 imes per year. Under mone circums uncer, these blooms cun be a bealith concern, cuming alion rashes and allemige reacions. In the paat, concerson about bacteria pro sent in Cleat Lake heve reculhed in becech closinge-

The overall quatity of the water can impact men nexer conditions of
 the lake water. Ourrenty, the color of Clear Lake varise between brig "Treen and brown. The water has a mild odar the

Firally, he quality of the waler impaca be variey and quanity of fahio the ince. Curremit, cleor Late hav s lange qumity of willeye, but


have been cought in the late ower the past year. White the rate at which fixh are crayghts varive from yexr woy yar and Fromn uccasom to scason, the typical catch ratch houn
 ing monthe (May and June).
lexpert bebieve that improved waver quality would not significantly increase the mamber of finh in Clar Lake, but would increwse the variety of bich upecien,


-
Algne bloons
Water calor
Werre ader
Becteria
Fish

$$
\begin{aligned}
& \text { posable thot texm swin adve } \\
& \text { low diverity, eood wallege }
\end{aligned}
$$



, hbout posaihle changes to the water quality of Clear Lake. Mease answer the questions ia order and do not go back and revise your eartier answers.

## Plan A

Uf nothing is dose to improve the water quatity of the lake it in likely to deteriorate over the next deciade. Suppose that the condition at Clear Lake riarate
wers:

| Water clathy | object dixinguashable 1 binch to 5 inchen under water |
| :---: | :---: |
| Agre Hocma | corrsumt |
| Water calor | Amonement green |
| Water odor | Awnya troug |
| Amterim | Arequent m/an advimosiea and/or beach cloming: |
| Fah | Iow diveriny, mouty rough finh |

low diveriny, monty yough finh

10. Consider all of the recreation tripm you mack to Clear late in the past year. How many trips per year would you have made on Clear lake if conctiona were an deacribed in Plan $A$ ? tripa per year.

IHNTHE NEXT FEW QUESTIONS, WE WIL. BE ASKENG YOU HOW you would vote on a special ballot regarcing the water quality of Clear Laike. White there is currestly no such ballot being considered, we would like you ta reapond ar if you were woing on the project and, in each case, as if it were the only project available.

When you think about your answer, it is important to keep in mind that people zend to indizate that they woukd be willing to pay more money whea payment pre zend to indizate that they wouk be wiling to pay more money when paymen is hypotheical than when theyre really expectec to pay, The idea is that it in very
easy for people to say that they support a project when they lnow they will aever casy for people to say that they support a project whea they inow they wil never have to pay hny mwney besed oa their response However, If the proposed pay
ments are real, people may be more inclined to think aboun other opions and mhat things they work have to give up to make this payment. So in answering the following questions, please keep in mind both the benefits of maintiining the following questiona, please keep in mind both the benefits of mainuining Clear Lake's water quality and the impact that passage of the refierendum would have on your own pocbetbook In ohber words, plicase a
real referendum and it was the oosly project avilable.
11. Woult you wote "yes" on a referendom to maindin the current water quality of Clicar Lake and amsid the deteniorated water quality as de cribed under Ftun A? The propaned peaject would cost poa $\$ 50$ (pryable in five $\$ 10$ inatailhmenss over a five year period).

## 0 NO <br> $\square$ Yes

12. To help us better underuzad your anwers, pletse indicate the tinqie mons importamt reaton for your repponse to the prepeding quextion:

I in general, avoiding Plan $A$ in nar a good ure of my movey. IIn general, avoiding Piso A in a grod use of my money $\square$ The plan is not realisite, or under

- Tke conto of the program ahould be paid for by thove damaging the lake, not by me.

0 eminommental canmea as much an I can aftiond I No one should have the right to darnage the lake in the first place.
1 Oher

## Plan B

Suppose that invermensa could be made so actually improve the quaity Clear lake. These imestronents might inchude extablishing protextion suips along the edige of the late to redoce rusoff fiom the sarrounding are or other stuctural changes to the hake.

These changes would improve the lake over the nexr five to tra years to the following cenadioions:


11 Causider all of the rectecuion ripty you madiz to Clenr Lake in the pa yeur. How mary tripu per year would you have made to the Labe if coir ditiono were \#\# dexcribect in 1 ma E? ripu per yess
14. Would you vote "yer" on a reffrendum to inprose the water quality in Clarar Lake to the kewd docribed under Finn ${ }^{\text {B }}$ ? The propoed profect would cont you $\$ 100$ (payable in five $\$ 20$ intaliments over a five year perioc).

## ロNO QYES

15. To help es beser underacand your anowers, please indicate the single mot inportant reavon for your retponse to the precoding quertion:
$0 \ln$ general, Plan B is maf a good ute of my moncy
O In enerad, Fian B is a good meo or my money,

- The cons of the program should be paid for by thone dameging be, boc by me.
- I alrendy contribus to environmental casser as much wa I can wfford - No one thoukd have the riph to damage the ble in the firs place. - No oner.


## Plan C

Now suppose that additional invenurines could be made such that conditions at Cileax Lake would inquove further. These additional changer could include retiring land from agricultural usc, and programs to control nutrient renolf from urban and agricultaral lunds.

Suppose these charges would improwe the lake over the next ten to iwenty years to the following concitions:

16. Consider all of the recreation peips you made to Clear Lake in the pant frar. How manry tripa per year would yoo have made to Cicar Laket if conclitions were as dexcribed in $\mathbf{P l w a} \mathbf{C}$ ? $\qquad$ tripe per year.
$\qquad$
17. Would you vote "yes" on a referendum to improve the water quality
in Clear Lake to the level deseribed under Fian CR The proposed in Ciear Late to the leved deserbed under Thas Ci The proposed project would coat you $\$ 200$ payabic in five $\$ 40$ installenents over a
five year periodi.
$\square \mathrm{NO}$
a YRS
18. To hep us better understand your anwers, please inclicate the single moat important resson for your reapense to the preceding quesion:

Oin general, Phan Cis mof a good tase of my money.
OIn general, phan Cis a good use of my mones.
$\square$ The planis not realiatic, or unclear
The costa of the prograut should be paid for by thowe damaging the lake, not by me.
QI abready coniribuse to exwirommental causce an moch aq I can afford. O No one should bave the right to damage the lake in the firm place. QOther $\qquad$ opmions regarding which lake characteristics are inmportant to you and yout views regaraing same specific propotais to change Clear Lake．

19．A mume you have a fotal of 100 importance paints to zuign to the lake characteristica below．Feace indicate the inpportance of euch em by allocating your 100 points anong the items on this list．To andicate obs intem in more important to you than anothet，you should allocute more pointu to it．You do not need to give poin

| Water dxaty |  |
| :---: | :---: |
| Fard，clean mandy hive botram in avimoring avera |  |
| Lect of mater odar |  |
| Divemity of wididife meen at Clear Lake |  |
| Diverity of finh pecioribatitat |  |
| Oymativy of foph cenght |  |
| Suitity from hacterin contwinim Boa／health mavisuries |  |
| Tent | 10 |


| 20．A number of projectu have been sugented to accomplith improwenenta in the luke How do you fred about the following poselbilitien？ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & \text { Sonverbiak } \\ & \text { Surpent } \end{aligned}$ | Neront | $\begin{gathered} \text { Somenthet } \\ \text { Oppose } \end{gathered}$ | $\begin{aligned} & \text { scrownty } \\ & 0.0 \text { an } \end{aligned}$ |
| Incunued pank liadk and recreational areas | $\square$ | $\square$ | $\square$ | $\square$ | － |
| Building of a neture center of exvironmental pank | 0 | $\square$ | $\square$ | 0 | $\square$ |
| Frichnoc of encemerts far buinding buffer wripu | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ |
| hacemed landiding | 口 | $\square$ | $\square$ | － | $\square$ |
| hempration of Ventura Manh to improve metricat rexention | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ |
| Noo－motor bout dey | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ |
| Incresed no－mike nomes | $\square$ | 口 | $\square$ | $\square$ | － |
| Itiniting motar horst power | $\square$ | $\square$ | d | $\square$ | $\square$ |
| Letre ficondly reatrio－ thase an reeldicmial development | 口 | － | 口 | 口 | 口 |
| Mepair of tocm draime | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ |



Information on you and other menbers of your houschold will help us better underatand how houschold characteristics affect rouschold an monividual's use of Clear Lake and attituces towards changer in them. It will also help us to deternine how represcatative our sample is of the statc of lowa Al of your answers are strictly confidential. The information will only be used to report comparisons among groups of people. We will never identify indi-
22. Are you
D male 0 female
23. What is your asg?

0 Under 18
$018-25$
D 26-34
(35-4
050.59
060.75
-76+
24. Whatis the highen level of achooling that you have couxplesed? (Phease chect only one)
$\square$ Eight yems or lem
Q Some high mahool or lew
I High achool graduate
0 Some college or trade/vocational xbool
ITwo yeans of collcfer or trade/vocational achoal
$\square$ College graduste
0 Some Erwhute whool
$\square$ Advanced degree
25. How many aduly five in your houshold (over the age of 18 )? $\qquad$

26. How manay children live in your household (18 or underf?
27. If you are currently employed, how many hours a week do you ypically work?
28. If you are currentry employed, do you have the option of worting adtitional hours to increasc your tokal income?

Q No
Q Xet if so, what would your hourly wage be? 8 _ per hour
29. If you nnwerred "no" to quertion 29, und you could hane the option of worting more or lew bous, which would you prefer? I Work more how

- Work lew hours

30. What war your total hounchold tnocome (before texret) in 1999? $\square$ Under $\$ 10,060$ Q $\$ 40,000-549,999$ Q $\$ 10,000-814,999$ - $\$ 50,000-\$ 59,999$ - $\$ 15,000-\$ 19,999$ - $\$ 00,000-\$ 74,999$ - \$ $\$ 0,000-\$ 24,999$ - $\$ 75,000-\$ 99,999$ - $\$ 25,000-\$ 29,999$ - $\$ 100,000-\$ 124,999$ a $\$ 90,000-894,999$ - $\$ 125,000-8149,999$ - \$ $\$ \mathbf{5}, 000-\$ 39,999$ Over $\$ 150,000$
31. Do you omm ingme in Clear Late?

ONo

- Yee, Ifyen, are you in year-round reaident?

Ifyou,
$\square \mathrm{No}$

- Y


## APPENDIX 2. FIRST YEAR IOWA LAKES SURVEY


[ARD] Center for Agricultural and Rural Development Resource and Environmental Policy Division

In order to make sound decisions concerning the future of lowa lakes, it is important to understand how the lakes are used, as well as what factors influence your selection of lakes to visit. The answers you give to the questions in this survey are very important. Even if you have not visited any lakes in Iowa, please complete and return the questionnaire. It is critical to understand the characteristics and views of both those who use and those who do not use the lakes.

In this first section, we would like to find out which of the lakes on the enclosed map you visited and what you did there.

1. Please indicate how often you or other members of your household visited each of the following lakes in the current and past year. Also, indicate the number of trips you anticipate making to each of the lakes in 2003. If you have not visited any lakes in lowa, and do not plan to visit any in the upcoming year, please check this box and skip to question 2.

- I have not, and do not plan to visit any lakes in lowa

If you visited lakes in lowa that are not on this list, please count them in the "other" category at the end of the list (page 7).

|  |  | Number of visits (January-December) in: |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | Planned | 2003 |
| Name of Lakc | County | SingleDay | Owernigha | SingleDay | Overnight | SingleDay | Owernight |
| Arborlike | Powechich | - ${ }^{\text {a }}$ | * | , |  |  |  |
| Artow head Lake | Potawattamic |  |  |  |  |  |  |
| Arrowhend Pond |  |  |  |  |  |  |  |
| Avenue of the Saints Lake | Bremer |  |  |  |  |  |  |
| Badger Creek Lake | Medisom |  |  |  |  |  |  |
| Badger Lake | Websser |  |  |  |  |  |  |
| Benver litue | prins |  |  |  |  |  |  |
| Beeds Latoe | Franklin |  |  |  |  |  |  |
| Bis Creck Latie | Polk | + $\times 2 \times$ | 3 ${ }^{2}$ | , |  |  |  |
| Big Spirit Lake | Dickinson |  |  |  |  |  |  |
| Black Hawk Lake | Fac | (3) | 4 |  |  |  |  |
| Blue Lake | Monona |  |  |  |  |  |  |
| Bob White Like | waype | (2x+3: |  | $3+$ |  |  |  |
| Briggs Woods Lake | Hamilton |  |  |  |  |  |  |
| Browns Lite | Woodbury | $65$ |  |  |  |  |  |
| Brushy Creek Lake | Webster |  |  |  |  |  |  |
| Carter Late | Foummattmic |  |  |  |  |  |  |
| Cascy Lake (aka Hickory Hills) | Tama |  |  |  |  |  |  |
| Center Like | pickinson |  |  |  |  |  |  |
| Central Park Lakc | foncs |  |  |  |  |  |  |
| ClarLate | Cerro Gonda |  |  |  |  |  |  |
| Chatficld Lake | Lee |  |  |  |  |  |  |
| Cold Springe Like | Cres |  |  |  |  |  |  |
| Coralville Lake | fohnson |  |  |  |  |  |  |
| Crmwford Creek Impoundrent | dia |  |  |  |  |  |  |
| Crystal Lake | Hancock |  |  |  |  |  |  |
| Dele Maffitt Late | Medicme |  |  |  |  |  |  |


|  |  | Number of visits (January-December) in: |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 20 |  | 200 |  | Planned | or 2003 |
| Name of Lake | County | SingleDay | Overnight | Single- Day | Overnight | SingleDay | $\begin{aligned} & \text { Over- } \\ & \text { nighe } \end{aligned}$ |
| Deer Creck thke | Ptymouth |  |  |  |  |  |  |
| Desoto Bend Lake | Harrison |  |  |  |  |  |  |
| Diemond Lake | Powechick |  | - |  |  |  |  |
| Dog Creek (Lake) | O'Brien |  |  |  |  |  |  |
| Don Wrilime Lake | Boone |  |  |  |  |  |  |
| East Lake (Osceola) | Clarke |  |  |  |  |  |  |
| Enat Ohoboji Labe | Dickinson |  |  |  |  |  |  |
| Easter Lake | Polk |  |  |  |  |  |  |
| Eldred sherwood Lake | Hancock |  |  | ¢ |  |  |  |
| Five Island Lake | Palo Alco |  |  |  |  |  |  |
| Fogle Lake | pringeold |  |  |  |  |  |  |
| George Wyth Lake | Black Hawk |  |  |  |  |  |  |
| Grecn Belt Lake | Black Hewk |  |  |  |  |  |  |
| Green Castle Lake | Marshall |  |  |  |  |  |  |
| Groen Vallig Lake | Union |  |  |  |  |  |  |
| Hannen Lake | Benton |  |  |  |  |  |  |
| Greenficd Lale: | Adir | - |  |  |  |  |  |
| Hawthorn Lake (aka Earnes City) | Mahaska |  |  |  |  |  |  |
| Hickory Grove Like | prory |  |  |  |  |  |  |
| Hooper Anea Pond | Warren |  |  |  |  |  |  |
| Indian Lake | Ven Burcen |  |  |  |  |  |  |
| Ingham Lake | Enumet |  |  |  |  |  |  |
| Kent ParkLake | probnson |  |  |  |  |  |  |
| Lacey Kossauqua Park Lake | Van Buren |  |  |  |  |  |  |
| Lale Ahquabi | Warren |  |  |  |  |  |  |
| Lake Anita | Cass |  |  |  |  |  |  |
| Leler Comelia | Wright | - |  |  |  |  |  |
| Lake Darling | Washington |  |  |  |  |  |  |
| Lake Geode | Heary |  |  |  |  |  |  |
| Lake Hendricks | Howard |  |  |  |  |  |  |
| Lake lcari | Adena |  |  |  |  |  |  |
| Lake of the Hills | scout |  |  |  |  |  |  |
| Late Iown | lowe | , |  |  |  |  |  |
| Lake Kcomah | Mahaska |  |  |  |  |  |  |
| Lalce Manam | Potiswatmit |  |  |  |  |  |  |


|  |  | Number of visits (January-December) in: |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 2002 |  | 2001 |  | Planned for 2003 |  |
| Name of Lake | County | SingleDay | Overmight | SingleDay | Overnight | singleDay | Overnight |
| Lake McBride |  |  |  |  |  |  |  |
| Lake Miami | Mcaroe |  | , | $\square$ |  |  |  |
| Lake Minnewashta | Dickinson |  |  |  |  |  |  |
| Leke Orient | Adhir | $4$ |  | $\sin$ |  |  |  |
| Lake Pahoja |  |  |  |  |  |  |  |
| Lalke Smith | Rosuth | - 5 | L | ¢ $\quad \times$ |  |  |  |
| Lake Sugema | Van Buren: |  |  |  |  |  |  |
| Like of Three Firss | Tajlor |  | $1$ | 5 |  |  |  |
| Lake Wapello | Davis |  |  |  |  |  |  |
| Litrle Piver | Decacur |  |  | C | 4 |  |  |
| Little Sicux Park Lake | Woodbury |  |  |  |  |  |  |
| Litle Spirit Luke: | Dickinson |  | 5 | 4. |  |  |  |
| Little Wall Lake | Hamilkon |  |  |  |  |  |  |
| Litikfield Lake | Audubon |  |  | \% |  |  |  |
| Lost Island Lake | Falo Alto |  |  |  |  |  |  |
| Lower Gar Late: | pichlinsoa |  |  |  |  |  |  |
| Lower Fine Lake | Hardin |  |  |  |  |  |  |
| Masiteno Lale | thelfy |  |  |  |  |  |  |
| Mariposa Lake | rasper |  |  |  |  |  |  |
| Mendew Lake | Ahair |  |  |  |  |  |  |
| Meyers Lake | Black Hawk |  |  |  |  |  |  |
| Mill Creck (Lake) | prstien |  |  |  |  |  |  |
| Mitchell Lake | Black Hawk |  |  |  |  |  |  |
| Moorhead Lalke | fin |  |  |  |  |  |  |
| Mormon Trail Lake | Adair |  |  |  |  |  |  |
| Nelon Prak Lakr | crivflord |  |  |  |  |  |  |
| Nine Eagles Lake | Decatur |  |  |  |  |  |  |
| North Tvirlste | C.lhoun |  |  |  |  |  |  |
| Oldham Lake | Monona |  |  |  |  |  |  |
| Otter CreekLale, | Fama |  |  |  |  |  |  |
| Ottumwa Lagoon | Wapello |  |  |  |  |  |  |
| Fiercr Creed Luke: | Pre: |  | 2 | 4 |  |  |  |


|  |  | Number of visits (January-December) in: |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 2002 |  | 2001 |  | Planned for 2003 |  |
| Name of Lake | County | SingleDay | Overnight | $\begin{gathered} \text { Single- } \\ \text { Day } \end{gathered}$ | Overnight | SingleDay | Overnight |
| Pleasant Croek Lake | Linn |  |  |  |  |  |  |
| Poll Miller Park Lake. | Hee |  |  |  |  |  |  |
| Praitic Rose Lake | Shelby |  |  |  |  |  |  |
| Bathban lake | Appranase | - |  |  |  |  |  |
| Red Haw Lake | Lucas |  |  |  |  |  |  |
| Red Rock Lule | Marion | 2\% ${ }^{\text {a }}$ |  |  |  |  |  |
| Roberts Creek Lake | Marion |  |  |  |  |  |  |
| Rock CreckLake | Teper |  | "¢ |  |  |  |  |
| Rodgers Park Lake | Benton |  |  |  |  |  |  |
| Sylorville Dum | polk |  |  |  |  |  |  |
| Silver Lake | Delaware |  |  |  |  |  |  |
| Strec Lake | Dickinmon | + ${ }^{\text {a }}$ |  | 4 |  |  |  |
| Silver Lake | Palo Alto |  |  |  |  |  |  |
| Stiver Late | Worth | * | - | 4 |  |  |  |
| Slip Bluff Lake | Decatur |  |  |  |  |  |  |
| Sonth Prurie Lale | Alaek Hawl | + |  | 4. |  |  |  |
| Spring Lake | Greene |  |  |  |  |  |  |
| Springheoll Late | Sothrie |  |  |  |  |  |  |
| Storm Lake | Euena Vista |  |  |  |  |  |  |
| Sman Lale | Carroll |  |  |  |  |  |  |
| Thayer Lake | Union |  |  |  |  |  |  |
| Throe Nate Lake | Union |  |  |  |  |  |  |
| Irumbull Lake | Clay |  |  |  |  |  |  |
| Turte Lsier | Enmet |  |  |  |  |  |  |
| Iwelve Mile Creek Lake | Union |  |  |  |  |  |  |
| Union Grove Lake | Tam | , |  |  |  |  |  |
| Upper Gar Lake | Dickinson |  |  |  |  |  |  |
| Upper Pinclale | Handin |  |  |  |  |  |  |
| Viking Lake | Montgomery |  |  |  |  |  |  |
| Volge Like | Fryette |  |  |  |  |  |  |
| West Okoboji Lake | Dickinson |  |  |  |  |  |  |
| West Osceole | Clarke |  |  |  |  |  |  |
| White Oak Lake | Mahaska |  |  |  |  |  |  |
| Williemmon Pond | Hucrs: | - 4 |  | 4-3 |  |  |  |


|  |  | Number of visits (January-December) in: |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | Planned | or 2003 |
| Name of Lake | County | Single | Overnight | SingleDay | Overnight | SingleDay | Overnight |
| Willow Like | Hatrioon |  |  |  |  |  |  |
| Wilson Park Lake | Taylor |  |  |  |  |  |  |
| Wilson Like | Hee |  |  |  |  |  |  |
| Windmill Lake | Taylor |  |  |  |  |  |  |
| Yellow Smoke Park Lale | Criwfond |  |  |  |  |  |  |
| Yen-Ruo-Gis Lake | Kcokuk |  |  |  |  |  |  |
| Other Likes in lows |  |  |  | - ${ }^{\text {- }}$ |  |  |  |

2. Please indicate how often you or other members of your household visited lakes or rivers in each of the following locations in the current and past year. Also, indicate the number of trips you anticipate making to each of these locations in 2003.

|  |  | Number of visits (January-December) in: |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | 2002 |  | 2001 |  | Planned for 2003 |

3. What activities do you or members of your household typically participate in during your lake visits? Check all that apply.

| DBoating | DJet skiing | $\square$ Picnicking |
| :---: | :---: | :---: |
| $\square \mathrm{Camping}$ | $\square$ axiling | aSnowmobiling and other winter recreation |
| $\square$ Fishing | $\square C a n o e i n g$ | $\square$ Swimming and beach use |
| DHunting |  | 口Other |

-hunting
aNature Appreciation/wildlife viewing
4. How frequently do you or your family swim in lowa lakes?

- Never $\quad$ aRarely $\quad$ Sometimes $\quad$ Frequently

In this section, we would like to find out what features of lakes are
important to you.
5. Assume you have a total of 100 importance points to assign to the following factors in choosing a lake for recreation. Please indicate the importance of each factor by allocating your 100 points among the items on this list. To indicate one itern is more important to you than another, you should allocate more points to it. You do not need to give points to all of the items, but remember that the total needs to equal 100 .

| Proximity |  |
| :--- | :---: |
| Water quality |  |
| Location of friends/relatives |  |
| Pard facilities |  |
| Activities at the lake |  |
| Activities in the town |  |
| Other:_-_-_Total | 100 |

6. Again assume you have a total of 100 importance points to assign to the lake characteristics below. Please indicate the importance of each item by allocating your 100 points among the items on this list. To indicate one item is more important to you than another, you should allocate more points to it. You do not need to give points to all of the items, but rernember that the total needs to equal 100.

| Water clarity |  |
| :---: | :---: |
| Hard, clean, sandy lake bottom in swimming areas |  |
| Lack of water odor |  |
| Diversity of wildife |  |
| Diversity of fish species/habitat |  |
| Quantity of fish caught |  |
| Safety from bacteria contamination/health advisories |  |
| Other |  |
| Total | 100 |

7. Which of the lakes on the list is the nearest to your permanent residence?

How far is this lake from where you live? $\qquad$ miles.
B. How important is the presence of the lake nearest your permanent residence (the lake you identified in question ${ }^{7}$ ) to...

|  | Very Important | Somewhat Important | Neutrsl | Somewhat Unimportant | Very <br> Unimportant |
| :---: | :---: | :---: | :---: | :---: | :---: |
| the economic vitality of your community? | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ |
| making your community an interesting and vibrant place? | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ |
| retaining the interest of young people to remain in your community or in attracting prospective residents to your area? | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ |
| area enuployers' ability to retain and or attract a skilled workforce? | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ |
| encouraging corporate decision makers to consider your area for establishing a business or expanding an existing industry? | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ |

9. If the water quality of the lake you identified in question it were significantly improved, how important do you think the lake could be to...

|  | Very Important | Sornewhat Inportant | Neutral | Somewhat Unimportant | Very Unimportant |
| :---: | :---: | :---: | :---: | :---: | :---: |
| the economic vitality of your community? | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ |
| making your community an interesting and vibrant place? | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ |
| retaining the interest of young people to remain in. your community or in attracting prospective residents to your area? | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ |
| area employers' ability to retain and or attract a skilled workforce? | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ |
| encouraging corporate decision makers to consider your ares for establishing a business or expanding an existing industry? | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ |

Information on you and other members of your household will help us better understand how household characteristics affect an individual's use of lowa lakes and attitudes towards changes in them. It will also help us to determine how representative our sample is of the state of Lowa. All of your answers are strictly confidential. The information will only be used to report comparisons among groups of people. We will never identify individuals or households with their responses. Please be as complete as possible. Thank you.
10. What is your age?

| コUnder 18 | $\square 50-59$ |
| :--- | :--- |
| $\square 18-25$ | $\square 60-75$ |
| $\square 26-34$ | $\square 76+$ |
| $\square 35-49$ |  |

11. Are you

Dmale afemale
12. What is the highest level of schooling that you have completed? (Please check only one)

DSome high school or less
$\square$ High school graduate
aSome college or trade/vocational school
DCollege graduate
DAdvanced degree
13. How many adults (including yourself) live in your household? $\qquad$
14. How many children live in your household (18 or under)? $\qquad$
15. If you are currently employed, how many hours a week do you typically work? $\qquad$
16. If you are currently employed, do you have the option of working additional hours to increase your total income?

Dno
Dyes-if so, what would your hourly wage be?
$\$$ $\qquad$ per hour

17．If you answered＂no＂to question 16，and you could have the option of working more or less hours，which would you prefer？

DWork more hours $\square$ Work the same number of hours
DWork less hours

18．What is your total household income（hefore taxes）for 2002？
U Under $\$ 10,000 \square \$ 40,000-\$ 49,999$
コ $\$ 10,000-\$ 14,999$ D $\$ 0,000$－$\$ 59,999$
コ $\$ 15,000-\$ 19,999 \quad \square \$ 0,000-\$ 74,999$
$\square \$ 20,000-\$ 24,999 \quad \square \$ 75,000-\$ 99,999$
】 $\$ 25,000-\$ 29,999$－$\$ 100,000-\$ 124,999$
－\＄30，000－$\$ 34,999$－$\$ 125,000-\$ 149,999$
コ $\$ 35,000-\$ 39,999 \square$ Over $\$ 150,000$

19．Do you own a home on a lake in lowa？
Jno
Dyes，If yes，are you a year－round resident？
$\square$ yes
no
20．Do you own a home on a lake outside of lowa？
$\square$ yes Dno
21．Do you belong to a lake protection association？
Jyes
$\square$ по
22．Are you an area employer？
ヨyes ■no
23．Are you involved with community development efforts and／or with making decisions that impact the entire community（for example Chamber of Commerce，Jaycees，etc．）？
$\square \mathrm{yes} \square \mathrm{no}$


[^0]:    ${ }^{1}$ Predoctoral research associate and Professor, respectively, Department of Economics, Iowa State University.
    ${ }^{2}$ Primary researcher.
    ${ }^{3}$ Author for correspondence.

[^1]:    ${ }^{4}$ The literature has already shown a need for this research as evidenced by Englin et al. (2001), who acknowledge their inability to estimate population values since their panel data was collected on-site.

[^2]:    ${ }^{5}$ As Shaw (1988) notes, a number of authors recognized earlier the truncation issue associated with on-site surveys, including Smith and Desvousges (1985). The issue of truncation in recreation demand was further discussed by Creel and Loomis (1990) and Grogger and Carson (1991).
    ${ }^{6}$ Shaw (1988) actually provides two solutions to the on-site sampling, one based on the Poisson regression model and a second based on a continuous regression model of trip data. We focus our attention here on the count data model, though the corrections could be adapted for the continuous setting.

[^3]:    ${ }^{7}$ The MPLN model can be viewed as incorporating random individual effects. An alternative approach would be to allow for individual fixed effects. Hausman, Hall and Griliches (1984) develop a fixed effects model in the context of patents and R\&D expenditures. Englin and Cameron (1996) apply their model in the recreation demand context.

[^4]:    ${ }^{8}$ The MPG specification was introduced by Arbous and Kerrich (1951) in a bivariate context and subsequently extended by Bates and Neyman (1952) and Nelson (1985). In the economics literature, Hausman, Hall and Griliches (1984) use the MPG model as a random effects model to capture correlation between patents and R\&D expenditures.
    ${ }^{9}$ See Winkelmann (2000, p. 196).

[^5]:    ${ }^{10}$ A more general specification allowing the demographic effects to differ between observed trips and contingent trips was estimated, but the differences between the OB and CB parameters were not statistically different as a group based on a likelihood ratio test.

[^6]:    ${ }^{11}$ The MPLN model was estimated using maximum simulated likelihood following Munkin and Trivedi (1999). Hess, Train and Polak (2003) develop a new simulation technique using randomly shifted and shuffled uniform vectors. We employ this technique using 1000 draws in the simulation. The authors would like to thank Kenneth Train for suggesting this method of simulation and also thank Stephane Hess for providing the gauss code and suggestions for implementation.

[^7]:    ${ }^{1}$ See Whitehead (1995, p. 209).

[^8]:    ${ }^{2}$ See Chapter 2 of this dissertation for derivation of the multivariate Poisson-lognormal model corrected for onsite sampling.

[^9]:    ${ }^{3}$ Cesario (1976) suggested valuing travel time at one-third the wage rate.

[^10]:    ${ }^{4}$ A quadratic price coefficient was estimated, however it was not significant, and the hypothesis of excluding the term could not be rejected based on a likelihood ratio test.

[^11]:    ${ }^{5}$ See appendix 1 for a copy of the survey.

[^12]:    ${ }^{6}$ To test the null hypothesis mean past trips equals mean expected trips, I also performed the nonparametric signed-rank test as Huang, Haab, and Whitehead (1997) did. In contrast to the parametric test I present in this paper, the null hypothesis is rejected at the 0.01 significance level. However, I feel the signed-rank test is not as valid for my sample due to the large number of zero differences between past trips and expected trips ( $34.1 \%$ of the respondents reported expected trips to be the same as past trips). The signed-rank test discards the zero differences and only tests the remaining pairs of values.

[^13]:    * Significant at $1 \%$ level.
    ${ }^{\text {a }}$ The travel cost coefficient is scaled by 100 , and the income coefficient is scaled by 100,000 .

[^14]:    ${ }^{1}$ Predoctoral research associate and Professors, respectively, Department of Economics, Iowa State University.
    ${ }^{2}$ Primary author.
    ${ }^{3}$ Professor, Department of Ecology, Evolution, and Organismal Biology, Iowa State University.
    ${ }^{4}$ Available on the internet, the URL is: http://oaspub.epa.gov/waters/w305b_report.state?p_state $=$ IA

[^15]:    ${ }^{5}$ This number includes single day and multiple day trips to the 129 principal lakes included in this analysis as well as total trips reported in the "other lowa lakes" category. This number also averages the results from the mail survey and a follow-up telephone survey administered to the mail survey non-respondents. The concern was the mail survey non-respondents may be on average less avid recreators, as is the case, with this group averaging slightly more than half as many trips as the mail survey respondents. However, only total trips were collected in the telephone survey and in this paper we only use single day trips. Therefore, in the rest of the paper only the mail survey respondents' single day trips to the 129 principal lakes are analyzed.

[^16]:    ${ }^{6}$ Train (2003) describes simulation methods for use with mixed logit models, in particular maximum simulated likelihood which we employ. Software written in GAUSS to estimate mixed logit models is available from Train's home page at http://elsa.berkeley.edu/~train.
    ${ }^{7}$ As in the first essay of this dissertation, randomly shifted and shuffled uniform draws are used in the simulation process (Hess, Train, and Polak, 2003). The number of draws used in the simulation was 750.

[^17]:    ${ }^{8}$ It is possible to interact the socio-demographic data with the sites, if one believed for example that income would affect which lake was chosen.

[^18]:    ${ }^{9}$ See appendix 2 for a copy of the survey.

[^19]:    ${ }^{10}$ A model with 150 choice occasions was also estimated. None of the coefficients from this model change qualitatively from the results presented in this essay except two of the socio-demographic coefficients. The conclusions from the water quality scenarios discussed later in the essay are also unchanged.
    ${ }^{11}$ See Azevedo et al. (2003) for a summary report of the results from the survey.

[^20]:    ${ }^{12}$ PCMiler is a product of ALK Technologies, Inc (2003) and is a software package designed for use in the transportation and logistics industry. Specifically we used the PC*Miler|Streets version 17 software with BatchPro.

[^21]:    ${ }^{13}$ The Iowa State University's Limnology Laboratory has a website for the Iowa Lakes Survey Project. The URL is: http://limnology.eeob.iastate.edu/IowaLakesSurvey.aspx where you will find an outline of the project and complete results to date.

[^22]:    *Significant at $1 \%$ level.
    ${ }^{a}$ All of the parameters are scaled by 10 , except $\alpha$ (which is unscaled) and the income coefficient (which is scaled by 10,000 ).

[^23]:    ${ }^{14}$ All explanations given for the coefficients on the physical water quality measures are my summaries of personal communication with Prof. Downing.

[^24]:    *Significant at $1 \%$ level.
    ${ }^{\mathrm{a}} \mathrm{All}$ of the parameters are scaled by 10 .

[^25]:    ${ }^{15}$ Number of Iowa households as reported by Survey Sampling, Inc., 2003.

